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fakty i perspektywy

Ethics of Artificial Intelligence - facts and perspectives

Abstract

Research context: The dynamic development of artificial intelligence (AI) has revolution-
ised the modern era, bringing with it both enormous benefits and increasing ethical and
social risks. A moral reflection on its applications, implications, and consequences is there-
fore justified.

Research objective: The main aim of the article is to establish moral frameworks for the
functioning of Al by distinguishing human intelligence from machine intelligence and by
analysing who actually bears ethical responsibility for AlI’s actions, thereby identifying
the subject of moral responsibility.

Research method: The study employs desk research, i.e., an analysis of existing data, in-
cluding selected documents and studies addressing ethical aspects of Al use, with particu-
lar attention given to the activity in this field of the pope of the “digital revolution,” Leo
XIV. Comparative analysis was also used: ethical principles of Al identified by a selected
chatbot were juxtaposed with definitions of morality and ethics, and approaches to the
issue were compared in the Vatican’s Nota Antiqua et nova and the EU’s AI Act.

Results: It was established that Al cannot act morally because it is not a human subject
(a person), which means that programmers and users, not machines, ultimately bear re-
sponsibility for its use and any potential harm.

Conclusions: It is necessary for the development of Al to place human dignity at its center
and to be grounded in strong ethical frameworks and legal regulations, so that the bene-
fits of this technology outweigh the risks, such as deepening loneliness, undermining the
right to work, autonomous Al decisions in military actions, or the educational danger
of questioning the rationality of the human subject.
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Abstrakt

Kontekst badari: Dynamiczny rozwdj sztucznej inteligencji (Al) zrewolucjonizowat epoke, nio-
sqc ze sobq zaréwno ogromne korzysci, jak i narastajqgce zagrozenia etyczne i spoteczne. Zasad-
ny jest wiec namyst moralny nad jej zastosowaniami, implikacjami i konsekwencjami.

Cel badan: Gtownym celem artykutu jest ustalenie ram moralnych dla funkcjonowania
AL poprzez odréznienie inteligencji ludzkiej od maszynowej oraz analize, kto faktycznie
ponosi odpowiedzialnos¢ etyczng za jej dziatania, a wiec zidentyfikowanie podmiotu od-
powiedzialnosci moralnej.

Metoda badawcza: W badaniach zastosowano desk research, a wigc analiz¢ danych zasta-
nych, zuwzglednieniem wybranych dokumentow i opracowari dotyczqcych etycznych aspek-
tow stosowania Al szczegdlng uwage poswiecajgc aktywnosci na tym polu papieza ,,rewolucji
cyfrowej”, Leona XIV. Postuzono sie takze analizq poréwnawczq, zestawiajgc zasady etyczne
Al wskazane przez wybranego chatbota z definicjami moralnosci i etyki oraz poréwnujgc po-
dejscia do problemu w watykariskiej Nocie Antiqua et nova i unijnym Al Act.

Osiggnigte wyniki: Ustalono, ze Al nie moze dziata¢ moralnie, poniewaz nie jest ludzkim
podmiotem (0sobg), co oznacza, ze to programisci i uz’ytkownicy, a nie maszymy, ponoszq
ostateczng odpowiedzialnos¢ za jej uzycie i potencjalne szkody.

Whioski: Konieczne jest, aby rozwdj Al stawiat w centrum godnos¢ cztowieka i opierat
sie na silnych ramach etycznych oraz regulacjach prawnych, aby dobro wynikajqce z tej
technologii przewyzszato zagrozenia, takie jak pogtebianie samotnosci, zakwestionowanie
prawa do pracy, autonomiczne decyzje Al w dziataniach zbrojnych czy niebezpieczeristwo
edukacyjnego zakwestionowania racjonalnosci ludzkiego podmiotu.

Stowa kluczowe: etyka sztucznej inteligencji, godnos¢ osoby ludzkiej, odpowiedzialnos¢
moralna. antropomorfizacja maszyn, Nota Antiqua et nova, Al Act,
rewolucja cyfrowa, zagrozenia zwigzane z AL

Sztuczna inteligencja zrewolucjonizowata nasza epoke. Postep technolo-
giczny sprawia, ze Al staje sie coraz bardziej dostepna, a wrecz powszechna.
Sztuczna inteligencja wychodzi naprzeciw potrzebom przecietnego cztowieka
w réznych obszarach codziennosci, zapewniajgc coraz wieksza efektywnosé,
wygode i personalizacje oraz pomagajac zachowa¢ zdrowie i bezpieczenstwo
(Ilnicka, 2024, p. 29). Tak pozytywne ujecie powinno jednak uwzglednic¢ i dru-
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ga strone medalu, tzn. fakt, ze wraz z eksplozjg innowacyjnos$ci narastaé beda
takze zagrozenia i wyzwania. Nie ulega bowiem watpliwosci, ze zasadne jest
méwienie o ambiwalentnym charakterze dynamicznego rozwoju zastosowan
sztucznej inteligencji (Bugajski, 2023). Nic wiec dziwnego, ze w tomie dedy-
kowanym sztucznej inteligencji nie sposéb pomina¢ kwestii etycznych, a wiec
pytani o dobro i zto tych przetomowych osiggnie¢ ludzkiej mysli (Sypniewska
and Gotebiowski, 2023).

Punktem wyjscia nalezy jednak uczynié¢ opis stanu faktycznego, a wiec
swiadomo$¢ specyficznej bezradnosci wobec probleméw i zagadnien catkowi-
cie nowych oraz w duzej mierze odmiennych od catej dotychczas podejmowa-
nej problematyki moralnej. Juz konfrontacja z rzeczywistoscig wirtualna i prze-
strzenig alternatywng pokazuje, jak nowe modele i sposoby podejscia konieczne
sa w etycznym namysle nad tymi nowymi zjawiskami. Na poczatek warto wiec
zebraé podstawowe fakty dotyczgce sztucznej inteligencji. Sztuczna inteligencja
niewgtpliwie wptywa na osobe ludzka, ksztaltuje jg i zmienia (Kucitiski, 2021).
Ten fakt nalezy zestawi z drugim, z tym mianowicie, ze kierunek tych zmian
jest niewiadomy, nie do kotica mozliwy do przewidzenia, natomiast ich dynami-
ka wciaz zadziwia i w jakie$ mierze niepokoi.

Nawet niewielka wiedza na temat Al pozwala stwierdzi¢, ze chatbot zawsze
udziela odpowiedzi i nie zna odpowiedzi ,,nie wiem”. Juz na podstawie tej pro-
stej konstatacji mozna wyprowadzi¢ wniosek etyczny, ze w przypadku, kiedy
sztuczna inteligencja nie zna odpowiedzi, bedzie ja konfabulowa¢ (halucynacje
Al); (Szpyrka, 2025). W kategoriach moralnych méwiliby$my wtedy o ktamstwie
albo o komunikowaniu informacji nieprawdziwych, ale w przypadku tych skom-
plikowanych maszyn jest to jezyk nieadekwatny. Niewatpliwie jednak mamy
do czynienia z dezinformacjg tworzong przez generatywne systemy Al (Wy-
rostkiewicz, 2025, pp. 369-374). Uzycie stowa ,, maszyna” kaze w ramach anali-
zy sztucznej inteligencji uzy¢ kategorii ,,robot”, ktéra pozwala sformutowaé pro-
ste a znaczgce réwnania: cztowiek nie réwna sie maszyna, maszyna nie réwna
sie cztowiek. Owa niemozno$¢ postawienia znaku réwno$ci miedzy osobg ludzka
a sztuczng inteligencja gra wazna role w formutowaniu zasad etyki AL

Po tym merytorycznym wstepie przejdZzmy do zasadniczego tematu niniej-
szego artykutu. Pytajac o ramy moralne funkcjonowania sztucznej inteligencji,
trudno nie ulec pokusie, zeby zapytaé konkretnego chatbota o wiedze, czyli in-
formacje, jakie zasady moralne obowiazujg w dziataniu sztucznej inteligencji. To
pytanie autor postawit czatbotowi Gemini. Uzyskane informacje okazaty sie pre-
cyzyjne, poprawne, ale od razu pojawito sie pytanie, czy same tak sformutowane
normy sa wystarczajace dla etycznie poprawnego funkcjonowania sztucznej in-
teligencji. Zestaw wskazanych regut byt nastepujacy:
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1. Przejrzysto$¢ i wyjasnialno$¢ (Transparency and Explainability): Nalezy
dazy¢ do tego, aby procesy decyzyjne sztucznej inteligencji byly zrozu-
miate dla cztowieka. Uzytkownik powinien wiedzie¢, dlaczego Al podjeta
taka, a nie inna decyzje lub wydata taki wlasnie werdykt. Nie moze by¢ to
»czarna skrzynka” (black box).

2. Odpowiedzialno$¢ (Accountability): Musi istnie¢ jasna odpowiedzialno$é
za dzialania systeméw Al Jesli system wyrzadzi szkode, powinna istnie¢
mozliwo$¢ wskazania osoby lub organizacji, ktéra jest za to odpowie-
dzialna.

3. Bezpieczeristwo i niezawodno$¢ (Safety and Reliability): Systemy Al mu-
sza by¢ projektowane w taki sposdb, aby byly bezpieczne, niezawodne
i nie powodowaty nieprzewidzianych szkdd. Trzeba minimalizowacé ryzy-
ko btedéw i awarii.

4. Sprawiedliwo$¢ i brak uprzedzeni (Fairness and Non-bias): Algorytmy Al nie
moga dyskryminowa¢ ludzi ze wzgledu na ple¢, rase, pochodzenie etnicz-
ne, wiek czy inne cechy. Nalezy eliminowa¢ uprzedzenia zawarte w danych
treningowych, aby Al dziatata sprawiedliwie dla wszystkich.

5. Prywatno$¢ (Privacy): Systemy Al czesto przetwarzajg ogromne ilosci da-
nych osobowych. Muszg one przestrzegal zasad ochrony prywatnosci,
a dane uzytkownikéw powinny by¢ bezpiecznie przechowywane i wyko-
rzystywane wylacznie w celach, na ktére uzytkownik wyrazit zgode.

6. Ludzka kontrola (Human Control): Nawet w zaawansowanych systemach
Al cztowiek powinien mie¢ mozliwo$¢ nadzoru i interwencji. Al ma by¢
narzedziem, ktére wspiera ludzi, a nie catkowicie ich zastepuje w podej-
mowaniu kluczowych decyzji.

7. Dobrostan spoteczny i $Srodowiskowy (Social and Environmental Well-being):
Rozwdj i wdrazanie Al powinny przyczynia¢ sie do poprawy jakosci zy-
cia spoteczefistwa i nie szkodzi¢ srodowisku naturalnemu. Nalezy mysleé
o dtugoterminowych konsekwencjach technologii.

Usystematyzowane informacje przekazane przez sztuczng inteligencje po-
zwalaja metoda przyblizeri podjaé temat zasadniczy. Najpierw jednak nalezy
odnotowad, ze istnieja tez $lepe zautki intelektualne, w ktdre nie warto sie za-
puszczaé w poszukiwaniu rozwigzan. Jeden z nich ukazat prof. Charles Camosy,
bioetyk z katolickiego Uniwersytetu Ameryki, stwierdzajac w wywiadzie telewi-
zyjnym w odniesieniu do Al ,,Nie jest jeszcze za pdzno, by zamkng¢ [tego] dzi-
na z powrotem w butelce i uniknaé najgorszych skutkéw nowego wynalazku”
(eKALpl, 2025). Samo wyobrazenie o tym, ze mozna odwrdci¢ scenariusz rozwo-
ju sztucznej inteligencji, aby zapobiec domniemanym szkodom spowodowanym



Etyka sztucznej inteligencji - fakty i perspektywy 131

przez ten wynalazek, nalezy uznad za niedorzeczne. Zamiast roztaczaé katastro-
ficzne wizje, trzeba skupic¢ sie na takim ksztattowaniu traktu rozwojowego Al,
aby dobro, ktére mozna wyprowadzié z tej poteznej sity, przewazyto nad poten-
cjalnymi zagrozeniami.

Skoro nie zamierzamy demonizowa¢ sztucznej inteligencji, zapytajmy o sama
mozliwo$¢ ,,nauczenia jej” moralnosci. Z pomoca zdaje sie przychodzi¢ wypo-
wiedZ jednego z popularyzatoréw nauki, dra Tomasza Rozka, ktéry w roku
w 2023 stwierdzil: ,,Prébowano nauczyé¢ sztucznag inteligencje (AI) moralno$ci
i to zawsze wychodzito Zle” (Rasiriska, 2023). Autor tej wypowiedzi wyja$niat da-
lej: ,,Bez watpienia musza powstad regulacje dotyczace sztucznej inteligenciji, ale
nie sadze, aby ktokolwiek miat pomyst, jak powinny one wygladaé. Bedac na po-
czatku jakiej$ drogi, wiele rzeczy mozemy sobie wyobrazi¢, natomiast wiedza to
zupelnie inna kwestia”. Wspdtczesno$¢ pokazalta, iz takie regulacje powstajg, ale
problem nie lezy w samych normach czy regulacjach. Btedno$¢ zatozenia, ze Al
mozna nauczy¢ moralnosci, ujawnia sie, kiedy zapytamy o to, czym jest moral-
no$¢ i porzadkujgca ja nauka - etyka.

»,Moralnos¢ to zespét zasad, norm i wartosci, ktére okreslaja, co jest dobre,
a co zte w zachowaniu i postawach jednostki (ludzkiej) lub grupy (oséb)” - od-
powiedzial na pierwsze pytanie chatbot. A siegniecie do podrecznika etyki uzu-
petnia te wiedze o definicje, wedtug ktérej: ,,Etyka to nauka filozoficzna, ktéra
ustala moralne podstawy i reguty ludzkiego dziatania przy pomocy wrodzonych
czlowiekowi zdolnoéci poznawczych” (Slipko, 1974, p. 15).

W obydwu okresleniach mowa jest o dziataniu ludzkim, ktére charaktery-
zuje sie $wiadomoscig (rozumnoscia) i wolnos$cia. Tylko takie dziatanie moze
by¢ przypisane podmiotowi i za takie dziatanie podmiot odpowiada. Problem
w tym, ze takim rozumnym i wolnym dziatajgcym podmiotem, ktéry ponosi od-
powiedzialno$¢ za dziatanie, jest cztowiek, a nie najbardziej nawet rozwinieta
i skomplikowana maszyna. Sztuczna inteligencja zdecydowanie wymienionych
wymagan nie spelnia, nie moze zatem dziata¢ moralnie, a préby ,,nauczenia jej
moralnos$ci” bytyby same w sobie sprzeczne z logika i skazane na porazke. Po-
wyzsze konstatacje nakazuja wiec sformutowaé podstawowe i kluczowe dla dal-
szego rozumowania rozréznienia.

1. Fundamentalne rozroznienia
Faktem jest, ze wiele zastosowan Al budzi watpliwo$ci natury etycznej, kté-

re zyskuja na znaczeniu w praktycznych aplikacjach, jednak to nie chatboty sg
adresatami wymagati moralnych. Jak bowiem ,wprowadzi¢ wymiar etyczny do
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algorytmu (czyli wzoru matematycznego), ktéry nie ma serca, duszy, umystu?” -
pyta jeden ze znawcédw problematyki (Lennox, 2023, p. 21). Autor proponuje naj-
pierw odrézni¢ waska (staba) Al, zaprogramowang do wykonywania jednego zada-
nia, od generatywnej (mocnej) Al ktéra ma niewyobrazalnie wieksze mozliwo$ci
techniczne. O wiele jednak istotniejsze od tego rozréznienia jest wystrzeganie sie
antropomorfizacji maszyn, ktérym w potocznej, a jeszcze bardziej w medialne;j
narracji przypisuje sie pojecia wtasciwe osobie ludzkiej, takie jak planowanie, od-
czuwanie, rozumowanie, przezywanie. Jako imperatyw moralny nalezy potrakto-
wad rewizje narracji, ktéra pojecia stuzace opisowi ludzkich zachowan przypisuje
nieozywionym maszynom. Taki zabieg jest grozny spotecznie w swoim przesta-
niu, a w przekazie medialnym poteguje sensacyjno$¢ doniesien, obciazajac je nad-
miernym dramatyzmem, przesadnym optymizmem lub obawami budzgcymi bez-
refleksyjny strach. Media zywia sie strachem przed sztuczng inteligencja, kazda
pomytke przypisujac Al a nie ludziom, ktérzy czesto zadaja mato precyzyjne pyta-
nia i nie weryfikuja Zrédet informacji.

Ciekawa mysl na temat antropomorfizacji robotéw wyrazit jeden z naukow-
céw, ostrzegajac: ,,Nalezy zachowad ostrozno$¢, przyjmujac zatozenie, ze ludz-
ko$¢ ma intelektualng zdolno$¢ stworzenia inteligencji rywalizujacej z inteli-
gencja ludzka. [...], niezaleznie od tego, jaka iloscia czasu bedziemy dysponowac”
(Lennox, 2023, p. 21). Z kolei pewna badaczka nazwata po imieniu utopijne i bted-
ne przekonanie, ktére okreélita jako ,wiare”, ,,ze mozemy stworzy¢, co chcemy”
(Spiekermann et al., 2025). Na takich zatozeniach i przekonaniach bazujg mecha-
nizmy demonizujgce Al i sterujgce generalizacja lekéw.

Ostrzezenie przed narracja antropomorficzng zasadza sie na faktach. Sztucz-
na inteligencja jest zbiorem coraz doskonalszych algorytméw, zmieniajgcych sie
co miesiac. Rozwigzania uzyte w modelach otwartych, dajacych petny dostep do
ich kodu, lub w modelach cze$ciowo otwartych, ktére udostepniaja parametry
swoich modeli, konkuruja z wielkimi bardzo kosztownymi modelami, ktérych
szczegbly nie sa dostepne. Jest wiele nowych pomystéw, ktére moga zastapi¢ do-
minujaca obecnie architekture transformeréw (GPT = Generative Pre-trained
Transformer oznacza: generatywne wstepnie wytrenowane transformery). [...]
Modele Openal (GPT-5, 03, GPT-40), Claude firmy Anthropic, Gemini Googla, oraz
Grok-4 xAl to modele zamkniete, do ktérych parametréw ani kodu nie mamy do-
stepu (Duch, 2025). Problem systeméw zamknietych jest sam w sobie problemem
etycznym, poniewaz miedzy impulsem wystanym do chatbota (imput) a uzyska-
nym produktem matematycznym (output) pojawia sie ,,czarna skrzynka” (black
box), czyli maszyna z nieznanymi klientowi algorytmami, ktére w rézny sposéb
modyfikuja (ksztalttuja) odpowiedz. W tym kontekscie werbalizowany jest temat
wewnetrznej cenzury i ,biaséw”, czyli tendencyjnosci, stronniczo$ci i uprze-



Etyka sztucznej inteligencji - fakty i perspektywy 133

dzeti generowanych przez odpowiednio zapisane algorytmy i w efekcie tenden-
cyjnie gromadzone dane (Bierzyriski, 2025a). Powyzsze tre$ci odsytaja do wat-
ku ,ludzkiego” pochodzenia probleméw i zjawisk nieetycznych, bez obcigzania
wing maszyn liczacych.

Sita nowoczesnych systeméw Al wynika z duzej mocy obliczeniowej, jakg dys-
ponuja one w celu opanowania ogromu danych, profilowania jednostek i wykry-
wania wzorcéw (schematéw). Miedzy inteligencjag maszynowg a ludzka istniejg
jednak fundamentalne réznice, ktérych nie przezwyciezy zadna liczba badan.
Bardzo trafny jest w tym kontekscie tytut wystgpienia prof. J. Mc Mellichamp
w ramach konferencji ,,Artificial Intelligence and Human Mind (Yale Universi-
ty, juz w 1986): ,,Wyraz «sztuczna» w okre$leniu «sztuczna inteligencja» ma jak
najbardziej realne znaczenie”. We wspétczesnych debatach termin ten wydaje
sie kluczowy. Znakiem ludzkiej inteligencji jest zdolno$¢ wizualizowania rzeczy
i myslenia o scenariuszach zawierajacych przedmioty i procesy istniejace jedy-
nie w umysle. Ta zdolno$¢ jest fundamentalna u cztowieka i odréznia nas od ma-
szyn (Crookes, za: Lennox, pp. 23-24). Potwierdza to réwniez ludzka zdolno$é
do konstruktywnego mys$lenia - w tym kontekscie: maszyna nie stworzy cze-
go$ nowego, w przeciwienstwie do potegi ludzkiej inteligencji. Ten watek doma-
ga sie oddzielnego, dogtebnego opracowania, co warto bedzie podja¢, taczac tre-
Sci teoretyczne z analiza przestania tematycznego dokumentu watykanskiego,
Antiqua et nova.

Dotychczasowy tok rozumowania pozwala na wyciagniecie pierwszego wnio-
sku etycznego. Poniewaz komputerowe systemy Al nie sg osobami, nie posiada-
ja sumienia, wiec moralny charakter ich ,,decyzji” bedzie odzwierciedla¢ mo-
ralno$¢ ich programistéw oraz uzytkownikéw (Lennox, 2023, p. 116; Bierzyniski,
2025b), a nie ,,moralno$¢ postepowania maszyny”. Wniosek ten falsyfikuje sama
juz sugestie, jakoby istniala ,etyka sztucznej inteligencji”. A watpliwosci, jakie
sie jednak wokdt tej kwestii pojawiaja, dotycza moralnosci dziatania wspomnia-
nych wyzej ludzkich podmiotéw, nie za§ maszyny. Poprawnie wiec nalezy méwi¢
0 etyce programowania i korzystania z obliczeniowych mozliwosci maszyn, a ty-
tut artykutu powinien brzmie¢: ,,Etyka wobec sztucznej inteligencji”. Warto jed-
nak doda¢, ze im wieksza bedzie ,,swoboda dziatania” maszyn, zwlaszcza przy
minimalizacji ludzkiej kontroli tego specyficznego rachunku prawdopodobien-
stwa, tym wiecej standardéw moralnych bedzie potrzebnych do ich bezpieczne-
go dziatania. Wiele obszaréw wykorzystania Al w praktyce potwierdza taka teze
i takie niebezpieczeristwa, np.:

+ Selekcja kandydatéw na rynku pracy i dyskryminacja
+ Pojazdy autonomiczne a odpowiedzialno§é
+ Systemy rozpoznawania twarzy a prywatno$¢ i inwigilacja
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« Bron autonomiczna a nowoczesna wojna
+ Nachalna reklama oparta na $ledzeniu nawykéw konsumenta a wolnosé
wyboru (decyzji) itd.

Bardzo trafnie spointowal watek pytania o aspekty etyczne zwigzane ze
sztuczna inteligencja prof. Manfred Spitzer, prowadzacy od 30 lat badania nad
sieciami neuronowymi, ktére lezg u podstaw Al Stwierdzit on: ,,Nie musimy my-
$le¢ o tym, czy ogdlna sztuczna inteligencja w koricu zyska $wiadomosé albo czy
zniszczy ludzko$¢ - wszystko to science fiction. Musimy jednak dogtebnie zasta-
nowi¢ sie nad realnym ryzykiem i niebezpieczeristwami zwigzanymi z jej nad-
uzywaniem przez ludzi o ztych zamiarach do realizacji wtasnych celéw. A tak-
ze nad odpowiedzialno$cig najbogatszych przedsiebiorstw na $wiecie” (Spitzer,
2025, p. 295).

2. Leon XIV wobec sztucznej inteligencji

Moze wydawac sie zaskakujace, ze po przedstawieniu fundamentalnych zato-
zen dotyczacych etyki sztucznej inteligencji od razu przywotuje postaé wybra-
nego w tym roku papieza, Leona XIV. Nie jest to jednak zabieg nieuzasadniony.
Kiedy Papiez przyjat imie Leona XIV - nawigzujac do roli swojego poprzednika,
Leona XIII, autora kluczowej na swoje czasy encykliki ,,Rerum novarum”, stato
sie jasne, ze $wiadomy jest odpowiedzialnosci, jaka ciazy na przywddcach Ko-
Sciota katolickiego. Leon XIII pod koniec XIX wieku przekazat §wiatu katolicka
odpowiedZ na przemiany spoteczne i ekonomiczne epoki rewolucji przemysto-
wej. W dobie sztucznej inteligencji i rewolucji cyfrowej Koscidt staje wobec no-
wej - tym razem cyfrowej - rewolucji przemystowej (okreslanej jako ,,czwarta
rewolucja przemystowa”, zob. Skalfist, Mikelsten and Teigens, 2020, p. 375) i ma
udzieli¢ odpowiedzi na pytanie: jak chroni¢ godno$¢ cztowieka w swiecie rady-
kalnie nowych technologii? Sam nowo wybrany papiez stwierdzit: , Tak jak in-
dustrializacja przyniosta dobrobyt, ale i wyzysk, tak dzi§ rozwdj algorytméw
i systeméw jezykowych (jak ChatGPT) wymaga od Ko$ciota stanowczego gtosu
w obronie cztowieka, jego praw, pracy i tozsamosci”. Rozwdj sztucznej inteligen-
cji jest bowiem nie tylko wyzwaniem technologicznym, ale tez powotaniem du-
chowym. ,\Nie chodzi tylko o to, co Al moze zrobié, lecz kim stajemy sie przez
technologie, ktére budujemy” - napisat Leon XIV w przestaniu do uczestnikéw
Builders Al Forum 2025 w Rzymie (Leo X1V, 2025).

Kluczowa role Leona XIV doceniono krétko po jego wyborze. ,,Time Magazi-
ne”, ktéry w 2023 roku zainicjowat coroczna liste 0séb najbardziej znaczacych
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dla Al umiescit papieza Leona XIV na liscie ,,Time 100 AI” na rok 2025 w katego-
rii: ,,My$liciel” (Shah, 2025).

Celem listy jest ,pokazanie, ze kierunek rozwoju sztucznej inteligencji nie
jest wyznaczany przez maszyny, ale przez ludzi - innowatoréw, zwolennikdw,
artystéw i wszystkich zaangazowanych w przyszto$¢ tej technologii” (Jacobs,
2025). Uzasadniajac nominacje papieza, pisano o jego dokonaniach ekologicz-
nych, ale réwniez zacytowano jego apel do obywateli, organizacji pozarzado-
wych i grup nacisku, aby wywiera¢ presje na rzady, w celu ograniczeniu szkéd
wyrzadzonych $rodowisku. Natomiast katoliccy komentatorzy dostrzegli takze
potencjat regulacyjny w odniesieniu do sztucznej inteligencji: ,,Jego wybér imie-
nia jest hotdem dla Leona XI1I, ktéry sprawowat urzad podczas rewolucji prze-
mystowej pod koniec XIX wieku i sprzeciwial sie nowym, napedzanym przez ma-
szyny systemom gospodarczym, ktére zamieniaty pracownikéw w towary [...]
jesli Leon XIV bedzie nadal uwrazliwiat 1,4 mld katolikéw na «alienujacy poten-
cjab» sztucznej inteligencji, pojawi sie «wazna i nieoczekiwana duchowa prze-
ciwwaga dla Doliny Krzemowej»” (eKAI, 2025).

Z perspektywy katolickiej Kosciét pragnie w obliczu dynamicznego rozwoju
sztucznej inteligencji wnie$¢ spokojny i gleboko refleksyjny glos do debaty nad
jej etycznym wykorzystaniem. Potwierdzit to Leon XIV w przestaniu na Il Rzym-
ska Konferencje o Al (06.2025), (Darmoros, 2025), deklarujac, ze Ko$ciét chce
suczestniczy¢ w tych rozmowach, ktére bezposrednio dotycza terazniejszosci
i przyszto$ci naszej ludzkiej rodziny. [...] Sztuczna inteligencja, zwtaszcza genera-
tywna Al, otworzyta nowe horyzonty na wielu ptaszczyznach - w tym w zakre-
sie rozwoju badan w ochronie zdrowia i odkry¢ naukowych - ale rodzi réwniez
niepokojace pytania zwigzane z jej mozliwym wptywem na otwarto$¢ ludzkosci
na prawde i piekno oraz na nasza wyjatkowa zdolno$¢ pojmowania i przetwarza-
nia rzeczywisto$ci”. Papiez ostrzegal przed myleniem ilo$ci informacji z praw-
dziwa inteligencja: ,,Dostep do danych - nawet najbardziej rozlegty - nie moze
by¢ utozsamiany z inteligencja, ktéra zaktada otwarto$¢ cztowieka na ostatecz-
ne pytania zycia i ukierunkowanie na Prawde i Dobro”. Identyfikujac obszary
newralgiczne, Leon XIV dal wyraz szczegdlnemu zatroskaniu o mtode pokolenie,
wskazujgc na mozliwe konsekwencje korzystania z Al dla ich rozwoju neurolo-
gicznego i moralnego. ,,S3 oni nasza nadzieja na przyszto$é, a dobro spoteczeni-
stwa zalezy od tego, czy zostanie im dana mozliwo$¢ rozwijania ich daréw i zdol-
nosci otrzymanych od Boga oraz odpowiadania na wyzwania wspdtczesnosci
i potrzeby innych z wolnym i ofiarnym duchem”. Podejmujac watek integralnego
rozwoju cztowieka i spoteczenistw, papiez wyjasnit, ze chodzi o dobro osoby ludz-
kiej nie tylko w wymiarze materialnym, ale takze intelektualnym i duchowym.
Al moze by¢ uzywana do wspierania réwnosci, ale réwnie tatwo moze stuzy¢ in-
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teresom nielicznych, ,,a nawet - co gorsza - podsycaé konflikty i przemoc”. Do
tego samego wymiaru nawigzat w stowie na Builders Al Forum 2025, w ktérym
zyczyt uczestnikom: ,,sztuczna inteligencja, jak kazdy ludzki wynalazek, wyra-
sta z kreatywnosci, ktéra Bég powierzyt czlowiekowi. [...] Niech wasza wspétpra-
ca zaowocuje Al ktéra odzwierciedla Bozy zamyst - inteligentna, relacyjng i kie-
rowang mitoscig” (Wiara.pl, 2025).

Pozostajac w zgodzie z faktami, nalezy doda¢, ze juz papiez Franciszek akcento-
wal etyczne wymagania zwigzane z korzystaniem ze sztucznej inteligenciji, a rok
2025 okazat sie przetomowy, gdy idzie o apelatywne dokumenty o duzej wadze me-
rytorycznej, ogloszone zaréwno powaga Ko$ciota katolickiego, jak i Unii Europej-
skiej. Chodzi o dwa dokumenty (Oméwienie poréwnawcze: Salar, 2025):

Antiqua et nova. Nota na temat relacji pomiedzy sztuczna inteligencjg a inte-
ligencja ludzka, opublikowany 28 stycznia, jako owoc wspédtpracy miedzy Dyka-
sterig Nauki Wiary a Dykasterig ds. Kultury i Edukacji (AeN) (Dykasteria Nauki
Wiary i Dykasteria ds. Kultury i Edukacji, 2025) oraz

Rozporzadzenie Parlamentu Europejskiego i Rady (UE) 2024/1689 z dnia 13
czerwca 2024 r. ustanawiajace zharmonizowane zasady w zakresie sztucznej in-
teligenciji, ktérego zakazy i przepisy ogdlne weszty w zycie 2 lutego 2025 (Al Act)
(Eur-lex.europa.eu, 2024).

Nalezy odnotowac ten fakt ze Swiadomoscia, ze same regulacje prawne czy
polityczne sa niewystarczajace. Konieczna jest pozytywna dynamika instytucji,
spotecznosci i jednostek, ktdre ksztattuja wtasciwy klimat etyczny. Warto jed-
nak zestawi¢ ujecie katolickie z cywilnoprawnym (unijnym), aby wyartykuto-
wac podobieristwa i réznice.

3. Istotne akcenty w Antiqua et nova i w Al Act

Pelne i wyczerpujagce omdéwienie merytorycznej zawartosci obydwu doku-
mentéw wymagatoby obszernego opracowania. Majac $wiadomos¢ skrétéw my-
slowych i uproszczen, sprobujmy jednak przynajmniej hastowo zebraé przesta-
nie tych enuncjacji.

Obydwa dokumenty podejmujg kwestie zwigzane z Al z réznych perspektyw.
Zauwaza sie, ze wspdlne sg kluczowe zdiagnozowane problemy i uzupetniajace
sie ramy. Antiqua et nova ma na celu pozytywne rozeznanie sztucznej inteligencji
z perspektywy antropologicznej i etycznej, co miatoby stuzy¢ realizacji postula-
tu, ze sztuczna inteligencja szanuje godno$¢ ludzka i promuje integralny rozwdj
osoby i spoteczeristwa (a nie sama Al). Z kolei Al Act, z perspektywy prawnej, sta-
ra sie o zapewnienie, aby systemy sztucznej inteligencji byly bezpieczne, etycz-
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ne i niezawodne oraz aby byty wykorzystywane w sposéb odpowiedzialny. Tak
wiec, mimo iz podej$cia sie réznig, wspdlna ptaszczyzna jest konstatacja czy im-
peratyw, ze sztuczna inteligencja musi szanowaé podstawowe warto$ci ludzko-
$ci i stawia¢ cztowieka w centrum.

W obu dokumentach zgodnie uznaje sie potrzebe korzystania ze sztucznej
inteligencji w sposéb odpowiedzialny i w obrebie silnych ram etycznych. Jest to
wiec wyakcentowanie prawdy o etycznej dojrzatosci ludzkich podmiotéw, ktére
pozostaja w interakcji z Al i ponoszg odpowiedzialno$¢ za jej wtasciwe ksztatto-
wanie oraz uzytkowanie. AeN ktadzie przy tym duzy nacisk na ludzka inteligen-
cje w odréznieniu od sztucznej, natomiast Al Act wymaga ,,cztowieka w petli”,
czyli statego nadzoru ze strony cztowieka w istotnych i krytycznych punktach
stosowania sztucznej inteligencji. Jako narzedzie do realizacji swoich postula-
téw AeN podkre$la znaczenie etyki (Dykasteria Nauki Wiary i Dykasteria ds.
Kultury i Edukacji, 2025, nos. 36-48), w ktérej chrze$cijafiskie zasady moralne
kieruja tworzeniem techniki, natomiast Al Act naktada na systemy wysokiego
ryzyka wymogi dotyczace przejrzystosci, kontroli ze strony cztowieka, a takze
audytu. W obydwu dokumentach ktadzie sie nacisk na zapobieganie dyskrymi-
nacji algorytmicznej i zapewnienie wyttumaczalno$ci systeméw sztucznej in-
teligencji. W przypadku dokumentu unijnego ustanowiono ponadto szczegdto-
we regulacje prawne prowadzace do osiggniecia tego celu. Tak wiec gdy Stolica
Apostolska proponuje refleksje etyczna i filozoficzng oparta na godnosci ludz-
kiej i moralnosci chrzescijariskiej, UE ustanawia ramy regulacyjne z konkret-
nymi przepisami, aby zapewnic, Ze sztuczna inteligencja jest bezpieczna, przej-
rzysta i zgodna z prawami podstawowymi. Sg to wiec rézne drogi, ktére maja
doprowadzi¢ do tego samego celu, jakim jest sztuczna inteligencja dziatajaca
zgodnie z zasadami afirmujgcymi osobe ludzka. Odmienno$¢ drég widad takze
w réznych adresatach umocowania zobowigzan: podczas gdy Stolica Apostol-
ska odwotuje sie do jednostkowego sumienia i etyki indywidualnej, UE opowia-
da sie za konkretng, w jakie§ mierze przymusowa regulacja, a wiec za optyka
spoteczna.

Niezaleznie od odmiennych spojrzeri na problem, obydwa dokumenty w cen-
trum stawiaja ostateczng odpowiedzialno$¢ cztowieka na kazdym etapie kon-
taktu z ALt w fazie jej tworzenia i definiowania, na etapie jej aplikacji do réznych
obszaréw zycia i wykorzystywania indywidualnego oraz spotecznego (przeciw
dyskryminacji, marginalizacji), a takze z perspektywy dalekosieznych konse-
kwencji, ktére wigza sie z korzystaniem ze sztucznej inteligencji. Zamiast ko-
mentarza podsumowujacego wage wyzwania warto zacytowa¢ stowa Fidji Simo,
nowej dyrektorki generalnej ds. aplikacji w OpenAlI (zaliczona do 100 najwazniej-
szych postaci Al w kategorii: przywddcy), ktéra napisata: ,Wierze, ze Al stwo-
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rzy wiecej mozliwosci dla wiekszej liczby 0séb niz jakakolwiek inna technologia
w historii. Jesli wykonamy swoja prace dobrze, Al moze upodmiotowié wszyst-
kich ludzi, w stopniu wiekszym niz byto to dotad mozliwe” (cyt. za: Duch, 2025).
Nie powinien jednak uj$¢ uwadze warunkowy charakter wypowiedzi, ktéry uza-
leznia pozytywne skutki i konsekwencje stosowania Al od ,,dobrze wykonanego
zadania” na poziomie etycznym i prawnym. Nie ulega watpliwosci, Ze na obec-
nym etapie rozwoju sztucznej inteligencji (przynajmniej w Europie) o to wtasnie
toczy sie batalia.

4. Etyczne punkty zapalne, czyli perspektywy (i zagrozenia) na
przysztos¢

4.1. Paradoks samotnosci

Zazwyczaj liste zagrozen otwieraja kwestie spoteczne, jak cho¢by zmiany na
rynku pracy. Chciatbym jednak zaproponowaé wyjscie od innego zjawiska, na
ktére coraz czesciej zwraca sie uwage, mianowicie od ,,paradoksu samotnosci”.
W przestrzeni publicznej coraz czesciej pojawiaja sie naukowo uzasadnione gto-
sy, ze z powszechnym ,,usieciowieniem” w ramach $wiata cyfrowego w zadnej
mierze nie idzie w parze poszerzenie relacji i zmniejszenie alienacji jednostki.
Wrecz przeciwnie, badania pokazuja, iZ mozemy by¢ ,,najbardziej samotnym po-
koleniem” w historii ludzkosci. Z wynikéw randomizowanych badan wynika, ze
szerokie korzystanie z chatbotéw Al moze poglebié (lub poglebia) poczucie sa-
motno$ci. Zdaniem naukowcdw, czeste, codzienne korzystanie z chatbota kore-
luje z wiekszym poczuciem samotnosci, z uzaleznieniem emocjonalnym i z ogra-
niczona socjalizacja. Jeszcze bardziej do myslenia daje drugi wniosek z badan:
ze taki efekt generowany jest przez wszystkie rodzaje interakcji ze sztuczng in-
teligencja, a wiec przez interakcje swobodne, emocjonalne i informacyjne. Po-
szukujac schematu zachowan, badacze doszli do wniosku, Ze problematycz-
ne wzorce uzywane na tym obszarze przypominajg uzaleznienie behawioralne
i przemieszczenie emocjonalne (Fang et al., 2025).

Komentarz moralny dotyczacy tego zjawiska odnajdujemy juz w encykli-
ce papieza Franciszka z czaséw pandemii ,Fratelli tutti”. . (Franciszek, 2020,
p. 43). Papiez, demaskujgc mechanizmy stojace za relacjami wirtualnymi, wy-
jasnia: ,,media cyfrowe moga narazi¢ na ryzyko uzaleznienia, izolacji i poste-
pujacej utraty kontaktu z rzeczywisto$cia, utrudniajac rozwdj autentycznych
relacji miedzyludzkich. Potrzeba gestéw fizycznych, mimiki, milczenia, mowy
ciala, a nawet zapachu, drzenia rgk, rumienica, potu, poniewaz to wszyst-
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ko méwi i nalezy do komunikacji miedzyludzkiej. Kontakty wirtualne, kté-
re zwalniajg ze zmudnego pielegnowania przyjazni, ze stabilnej wzajemnosci,
a takze z dojrzewajacej z czasem zgodnosci, maja pozory kontaktéw towarzy-
skich. Nie buduja prawdziwie ‘nas’, ale zazwyczaj maskuja i wzmacniaja ten
sam indywidualizm, ktéry wyraza sie w ksenofobii i pogardzie dla stabych. Po-
taczenie cyfrowe nie wystarcza do budowania mostéw, nie jest w stanie zjed-
noczy¢ ludzko$ci” (Franciszek, 2020, p. 43).

Drugie oblicze pseudokomunikacji cyfrowej to zawtaszczenie prawa do pry-
watnosci, ktdre jest wartoscia osobowa i etyczna: ,,W komunikacji cyfrowej dazy
sie do pokazania wszystkiego, a kazda jednostka staje sie obiektem spojrzen, kté-
re rewiduja, obnazajg i rozpowszechniaja, czesto anonimowo. Szacunek dla dru-
giego cztowieka catkiem sie rozpada, a w ten sposéb wiasnie, podczas gdy tego
cztowieka odsuwam, ignoruje i trzymam na dystans, moge bezwstydnie wtar-
gnaé w jego zycie, az do skrajnosci” (Franciszek, 2020, p. 42).

Ignorowanie tej prawdy i zaklinanie rzeczywisto$ci przez przekonywanie
o wieziotwdrczej roli komunikatorédw wirtualnych wydaje sie jednym z palacych
wyzwan, przed ktérymi stajemy, prébujac wytyczyé granice dobra w $wiecie
sztucznej inteligencji. Grupg szczegdlnie zagrozona jest mtode pokolenie (dzie-
ci i mlodziez), ktére naturalnie ,,wrosto” w $wiat wirtualny i traktuje sztuczng
inteligencje jako ,,prawie ozywionego” partnera w komunikacji, nie rozumiejac
niebezpieczenistw, o ktérych wspomniano wyzej.

4.2. Zmiany na rynku pracy

Dynamika zmian na rynku pracy ma swéj wymierny komponent etyczny,
jesli wérdd praw podstawowych wskazemy prawo cztowieka do pracy. Od pre-
miery ChatGPT w roku 2022 daja sie styszel prognozy dotyczace turbulencji na
rynku pracy w zwigzku z narzedziami generatywnymi. Rozciagaja sie one od
hiobowej wizji rychtego upadku rynku pracy po uspokajajace przewidywania
i wyniki badan innych podmiotéw badawczych. Ilustracyjnie przywotajmy po
jednym przedstawicielu obydwu opcji. W marcu 2023 r. firma Goldman Sachs -
jedna z najwiekszych instytucji finansowych na $wiecie - oglosita szacunko-
we prognozy dotyczace radykalnej transformacji systeméw zawodowych, kté-
ra miataby nastgpi¢ w ciggu okoto 10 lat (Kelly, 2023). Wedtug tych szacunkéw
okoto 300 mln stanowisk pracy zostanie zautomatyzowanych (jest to wiecej niz
liczy cata populacja oséb w wieku produkcyjnym w Europie - ok. 260 mln w roku
2022). Jako mozliwy scenariusz wskazano redukcje zatrudnienia, konieczno$é
przekwalifikowania pracownikéw, krétszy tydzieti pracy (aktualnie mowa jest
0 4-dniowym) z ekonomicznymi konsekwencjami tych zjawisk. Okazalo sie jed-
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nak, ze kiedy doszto do wzmozonej redukcji etatéw w duzych firmach typu Ama-
zon czy YouTube, dyrektor generalny Goldman Sachs, nie widziat powodéw do
paniki, a jedynie podkreslat bezprecedensowe tempo zmian na rynku pracy (Ku-
bera, 2025).

Z drugiej strony, najnowsze badania przeprowadzone na Uniwersytecie Yale
z pazdziernika 2025 r. wskazuja, ze wptyw narzedzi generatywnych na rynek
pracy jest znikomy (Gimbel, et al., 2025). Na tym etapie dynamicznego rozwoju
wykorzystania Al w réznych obszarach aktywnosci ludzkiej nie powinno dziwié,
ze prognozy dotyczace ,nieuniknionych” rewolucyjnych zmian, formutowa-
ne sg na przemian z uspokajajacymi przewidywaniami réznych graczy na ryn-
kach pracy i ekonomii. Istotne jest jednak, zeby monitorowa¢ dynamike i owoce
przemian generowanych z wykorzystaniem sztucznej inteligencji oraz tagodzi¢
ewentualne negatywne skutki indywidualne i spoteczne.

4.3. Zycie cztowieka w czasie dziatan zbrojnych

Brak poczucia bezpieczenistwa i niepokdj dotyczacy widma wojny w Europie,
zwlaszcza w kontekscie dziatati wojennych na terenie Ukrainy, kazg pytac o role
i znaczenie sztucznej inteligencji w nowoczesnej wojnie. Nie trzeba chyba prze-
konywa¢, ze problem dziatan zbrojnych i prowadzonych wojen w duzej mierze
narasta wraz z aktywnos$cia Al w dziataniach militarnych.

Z doniesierr dziennikarskich wynika, ze w wojnie na Ukrainie okoto 70 do 80%
przypadkéw dziatati militarnych jest ,,produktem” Al (Sendek and Zalesiriski,
2025), a Al-wspomagana nawigacja potrafi zwiekszy¢ skuteczno$é uderzeri dro-
néw z ~10-20% do ~70-80% (Bondar, 2025, p. 2).

Oznacza to, ze zwlaszcza w atakach dronéw maszyna sama decyduje, ktdry
z obiektédw zaatakuje. Korzysta ona ze wpisanych algorytméw, ale ,,ostateczny
wybdr” obiektu pozostaje w gestii rachunku prawdopodobienistwa wyliczone-
go przez Al. W wymiarze etycznym formutowane sa wiec regulacje domagaja-
ce sie stalej kontroli cztowieka nad dziatalnoscia sztucznej inteligencji w dzie-
dzinie zbrojeti czy uzycia broni, poniewaz ,niezalezno$¢ decyzyjna botéw” jest
ewidentnie groZna i $mierciono$na, a wymdg ochrony ludnosci cywilnej, dzie-
ci i 0séb najstabszych w rachunku matematycznym staje sie bezprzedmiotowy.

4.4. Animal rationale? Edukacyjne ostrzezenie dla naszej
,przysziosci”.

Wiele juz napisano na temat mozliwosci wykorzystania sztucznej inteligencji
w edukacji, w stworzeniu nowych mozliwosci, form i ptaszczyzn ksztalcenia. Ich
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adaptacja do procesu edukacyjnego moze by¢ szansa, ktéra nalezy wykorzysta¢
dla dodatkowej stymulacji uczniéw i studentdw, a takze dla inkluzji oséb wyklu-
czonych i z upo$ledzeniami. Tu réwniez trzeba jednak pamietaé o ambiwalencji
takiego zastosowania i pokaza¢ druga strone medalu. Powaga nowych zagrozen
edukacyjnych mocno wybrzmiewa w ponizszym glosie specjalisty: ,,Sztuczna in-
teligencja sprawi, ze pisemne prace domowe stracg na znaczeniu. [...] Z perspek-
tywy neuronauki wyglada to natomiast tak, ze jesli uczniowie i studenci zdecy-
duja sie na ,,outsourcing” wiasnego myslenia do zautomatyzowanych chatbotéw,
utraca umiejetno$¢ wyrazania tego, co my$la. Jesli sztuczna inteligencja wyprze
myslenie w placéwkach o$wiatowych, moze to w ciagu kilku dekad spowodo-
wac upadek naszej kultury opierajacej sie na istnieniu specjalistéw, ktérych mé-
zgi byly ,,trenowane” czy tez ksztalcone poprzez szereg proceséw wieloletniego
uczenia sie. [...] Ci, ktérym odmawia sie szans na wszechstronng edukacje, osta-
tecznie stana sie ofiarami sztucznej inteligencji i jej konsekwencji spotecznych”
(Spitzer, 2025, pp. 240-241). Wydaje sie, ze takiego scenariusza nalezy sie bardziej
obawiad, niz wyobrazeri o futurystycznym buncie maszyn.

Jako pozytywny impuls dla przysztosci naszego zycia ze sztuczna inteligencja
warto zauwazy¢ inicjatywe etyczna srodowiska naukowcéw wiederiskich, ktérzy
opracowali 10 Zasad Moralnych dla Swiata Cyfrowego (Spiekermann et al., 2025) -
na wzor biblijnego Dekalogu. Te zasady w duzej mierze diagnozuja zrédta etycz-
nych wyzwan zwigzanych z obecnoscia sztucznej inteligencji w naszej codzien-
nosci:

1. Nie podnos technologii cyfrowej do rangi celu samego w sobie.

Nie przypisuj niestusznie cztowieczeristwa maszynom.
Stwérz przestrzen na przestoje i spotkania analogowe.
Szanuj umiejetnosci spoteczne i demokratyczne.
Nie niszcz natury dla postepu technologicznego.
Nie traktuj ludzi jak zwyktych obiektéw danych.
Nie pozbawiaj siebie i innych ich prawdziwego ludzkiego potencjatu.
Nie zaprzeczaj ograniczeniom technologii.
Nie podwazaj wolnosci innych za pomoca $rodkéw technicznych.
. Zapobiegaj koncentracji wtadzy i zapewnij uczestnictwo.

O 2 N e

[t
o

OdpowiedZ na pytanie o etyczny wymiar funkcjonowania w $wiecie, w kté-
rym dziala sztuczna inteligencja, polega na szukaniu rozwigzania droga przy-
blizeti. Liczba niewiadomych, nieznane scenariusze rozwojowe, a szczegdlnie
czltowiek zmieniajacy sie pod wptywem Al generuja wiele mozliwych rozwigzan
i drég dojscia. Niniejszy przyczynek jest takze jednym z elementéw tej etycznej
uktadanki. Sam zabieg intelektualny przypomina w pewnej mierze doswiadcze-
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nie kuchni molekularnej lub witraza. Drobne impulsy pozwalaja poznaé smak;
witraz - z drobnych fragmentéw tworzy sie obraz.

Data wplyniecia: 2025-02-26;
Data uzyskania pozytywnych recenzji: 2025-12-08;
Data przestania do druku: 2025-12-12.
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