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Media Education in the Family in the Era of Artificial
Intelligence: challenges and risks

Abstract

The rapid development of artificial intelligence (AI) since 2022 poses a challenge for fam-
ilies, including parents, children and young people. The Holy See has been analysing the
ethical and social implications of Al starting in 2019, with the culmination of this work
being the 2025 document “Antiqua et Nova”. This article responds to the Vatican’s call for
urgent education of families on Al by presenting the theoretical foundations of artificial
intelligence to prevent misunderstandings and outlining media education strategies to
promote the responsible use of Al in the family context.

The aim of this article is to demonstrate the need for family education on Al to present
basic knowledge about Al and to outline issues related to the responsible use of AL The
article uses an analysis of research data on media education, Al, communication, and
the family. Documents and reports on Al education, as well as case studies, were also an-
alysed. The research points to gaps in knowledge about Al among parents and children
and to the risks associated with the anthropomorphisation of Al, misinformation and the
influence of algorithms on the content consumed by young people. The article therefore
proposes specific educational activities to support critical thinking and the responsible
use of AL. Media education on Al is crucial for building communication skills within the
family. Parents play a fundamental role in this process by supporting their children in un-
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derstanding and using Al technology responsibly, minimising the risk of misinformation
and manipulation.

Keywords: family, artificial intelligence, anthropomorphisation, media education, com-
munication, social media, Antiqua et Nova, algorithms.

Abstrakt

Szybki rozwdj sztucznej inteligencji (Al) od 2022 r. stanowi wyzwanie dla rodzin, w tym
rodzicéw, dzieci i modziezy. Stolica Apostolska analizuje etyczne i spoteczne skutki Al
od 2019 r., czego zwiericzeniem jest dokument ,, Antiqua et Nova” z 2025 r. Niniejszy ar-
tykut odnosi sie do apelu Watykanu co do pilnej potrzeby edukacji rodzin w zakresie Al
przedstawiajqc teoretyczne podstawy sztucznej inteligencji w celu zapobiegania niepo-
rozumieniom oraz nakreslajqc strategie edukacji medialnej majgce na celu promowanie
odpowiedzialnego korzystania z AI w kontekscie rodzinnym.

Celem artykutu jest wykazanie potrzeby edukacji rodzin w zakresie Al, przedstawienie
podstawowej wiedzy o Al oraz sformutowanie zarysu zagadnietri zwigzanych z odpowie-
dzialnym korzystaniem z AL. W artykule zastosowano analize danych badawczych do-
tyczqcych edukacji medialnej, Al, komunikacji oraz rodziny. Analizowano réwniez do-
kumenty i raporty dotyczqce edukacji na temat Al a takze studia przypadkéw. Badania
wskazujg na luki w wiedzy na temat Al wsrdd rodzicéw i dzieci oraz na ryzyko zwigzane
z antropomorfizacjq Al, dezinformacjq i wptywem algorytmdw na tresci konsumowane
przez mtodych ludzi. W artykule zaproponowano wiec konkretne dziatania edukacyjne
wspierajqce krytyczne myslenie i odpowiedzialne korzystanie z Al. Edukacja medialna
w zakresie Al jest kluczowa dla budowania kompetencji komunikacyjnych w rodzinie.
Rodzice odgrywajq zasadniczq role w tym procesie, wspierajqgc dzieci w zrozumieniu i od-
powiedzialnym korzystaniu z technologii Al, minimalizujqgc ryzyko dezinformacji i ma-
nipulacji.

Stowa kluczowe: rodzina, ograniczenia sztucznej inteligencji, antropomorfizacja,
edukacja medialna, komunikacja, media spotecznosciowe, Antiqua et
Nova, algorytmy.

1. Wprowadzenie
Dynamiczny rozwdj sztucznej inteligencji (AI) stanowi obecnie przedmiot in-

tensywnych analiz w wielu §rodowiskach naukowych, a zarazem rodzi powazne
wyzwania dla rodzicéw, dzieci i mtodziezy. Momentem przetomowym okazato
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sie bezptatne udostepnienie w internecie bota ChatGPT w wersji 3.5, ktére nasta-
pito 30 listopada 2022 r. Od tego czasu kazdy uzytkownik sieci zyskat mozliwosé
zadawania pytan chatbotowi w jezyku naturalnym, bez koniecznos$ci postugiwa-
nia sie jakimkolwiek jezykiem programowania, takim jak np. Python. Wystarczy
odpowiednio skonstruowaé zapytania (prompts), aby uzyskaé rozbudowane od-
powiedzi. Prostota obstugi ChatGPT 3.5 oraz mozliwo$¢ natychmiastowego pozy-
skiwania informacji przyczynity sie do gwattownego wzrostu zainteresowania
tym systemem. Wkrétce pojawity sie kolejne narzedzia tego typu - m.in. Grok,
Copilot, Claude i Gemini - a réwnoczes$nie zaczeta sie rozwijaé szeroka gama co-
raz bardziej wyspecjalizowanych aplikacji opartych na sztucznej inteligenciji.
Proces ten jawi sie nie tyle jako epokowa zmiana, co zmiana epoki, prowadza-
ca do zasadniczej transformacji dotychczasowego paradygmatu cywilizacyjne-
go (Franciszek, 2019; Franciszek, 2020).

1.1. Watykan wobec Al

Nieco wczes$niej, w 2019 r., Stolica Apostolska, we wspdtpracy z uczonymi i fir-
mami z branzy IT, rozpoczeta analize zagadnier zwigzanych ze sztuczna inte-
ligencja. Badania te dotyczyly zwtaszcza probleméw etycznych i skutkéw spo-
lecznych spowodowanych zastosowaniami Al w wielu dziedzinach nauki i zycia
codziennego. Szybki rozwdj Al dokonat sie w latach pontyfikatu Franciszka, to-
tez temu papiezowi i jego wspdtpracownikom przypadto w udziale analizowanie
réznych aspektéw Al W tym czasie gtéwna role odegrat przede wszystkim jeden
z kluczowych ekspertéw Franciszka - franciszkanin, prof. Paolo Benanti. W jego
osobie papiez zyskat wspétpracownika i wysokiej klasy specjaliste od Al

Papiez Franciszek swoimi przeméwieniami w latach 2019-2025 wyznaczat
liczne kierunki prac w zakresie Al Zainicjowat wspétprace wielu instytucji Sto-
licy Apostolskiej, m.in. Dykasterii ds. Edukacji i Kultury, Dykasterii Nauki Wiary
oraz Papieskiej Akademii Zycia. Zorganizowaly one wiele sympozjéw i konferen-
cji naukowych, poswieconych takim tematom, jak: walka z wykluczeniem cy-
frowym; wyzwania, jakie stawia spoteczefistwu sztuczna inteligencja; kulturo-
wy wplyw Al na ludzko$¢é; warto$¢ relacji miedzyludzkich; antropologia cyfrowa
oparta na etyce, edukacji i prawie; a takze Al, deepfake’i, fake news oraz mani-
pulowanie spoteczenstwem.

Znaczacymi etapami analiz i inicjatyw, ktére wywotaty szeroki oddZwiek na
$wiecie, byty: dokument , The Rome Call for Al Ethics” (2020), powotanie fun-
dacji RenAlssance (2021), przemdéwienie papieza Franciszka podczas szczytu G7,
podwiecone sztucznej inteligencji jako ,,narzedziu fascynujagcemu i groZznemu”
(Franciszek 2024), powotanie Al Research Group for the Centre for Digital Cul-
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ture of the Dicastery for Culture and Education of the Holy See (2024) oraz ponad
czterdziestostronicowy dokument opublikowany w styczniu 2025 r., zatytutowa-
ny ,,Antiqua et Nova”. Wbrew podtytutowi - ,,Note on the Relationship Between
Artificial Intelligence and Human Intelligence” -, Nota” obejmuje znacznie szer-
sze spektrum zagadnien. Mniej wiecej jedna trzecia jej tresci zostata po§wiecona
analizie wptywu Al na Zycie spoteczne i relacje miedzyludzkie, gospodarke i ry-
nek pracy, edukacje i ochrone zdrowia, a takze na obszary szczegdlnie wrazliwe,
takie jak dezinformacja, bezpieczeristwo, ochrona prywatnosci, srodowisko na-
turalne oraz religijnos¢ cztowieka.

Niniejszy tekst stanowi odpowiedZ na wezwanie autoréw ,,Noty” do wila-
czenia sie w prace analityczne nad sztuczna inteligencjg w obszarze eduka-
cji rodzin (Dicastery for the Doctrine of the Faith and Dicastery for Culture
and Education, 2025, nos. 77-84), a takze na apel skierowany do §rodowisk uni-
wersyteckich dotyczacy zastosowanri i ograniczen Al w komunikacji spotecznej
(Dicastery for the Doctrine of the Faith and Dicastery for Culture and Educa-
tion, 2025, nos. 81-83).

Celem artykutu jest, po pierwsze, na podstawie dotychczasowych badarn
wykazanie pilnej potrzeby ksztalcenia rodzin w zakresie Al, adresowanej do
o$rodkéw decyzyjnych; po drugie, przedstawienie zwieztego zakresu podsta-
wowej wiedzy o sztucznej inteligencji; po trzecie, sformutowanie zarysu za-
gadnien zwigzanych z edukacjg rodzin w zakresie odpowiedzialnego korzy-
stania z Al

Autorzy postawili nastepujace pytania badawcze: jaki zakres wiedzy na te-
mat Al powinien stanowi¢ podstawe analiz dotyczacych sztucznej inteligencii;
jak antropomorfizacja Al wptywa na percepcje mediéw w rodzinie; jakie zagro-
zenia dezinformacyjne wynikaja z powszechnego uzycia Al w mediach oraz jak
edukacja medialna moze wspieraé krytyczne myslenie w rodzinach w kontek-
$cie komunikacji spotecznej.

Analiza treéci zastanych danych badawczych stanowita podstawowa meto-
de pracy autordw. Niniejsze opracowanie nie wyczerpuje catosci problematyki,
poniewaz liczba i funkcjonalno$é narzedzi Al dynamicznie roénie, co uzasadnia
kontynuacje badani nad edukacja rodziny w tym obszarze.

1.2. Definicja Al

Nalezy pamietaé, ze funkcjonuje wiele definicji sztucznej inteligencji. Twér-
cg samego terminu byt John McCarthy. W klasycznym ujeciu opisat on Al jako
,»zdolno$¢ maszyny do wykazywania zachowan, ktére uznaliby$my za inteli-
gentne, gdyby przejawial je cztowiek” (McCarthy et al., 1955, p. 11). W 1980 r.
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amerykanski filozof John Searle wprowadzit rozréznienie na staba i mocna Al
(Searle, 1980, p. 418), a w kolejnych latach rozwinat te koncepcje (Searle, 1990,
pp. 26-28).

Wedtug Johna Searle’a ,,staba” sztuczna inteligencja (weak Al) zaktada wytacz-
nie symulacje ludzkich proceséw umystowych przez maszyny, bez rzeczywistych
stanéw mentalnych. Analogicznie do modelowania zjawisk naturalnych: kom-
puterowa symulacja burzy nie powoduje opaddéw; tak samo symulacja proceséw
poznawczych nie konstytuuje $wiadomosci w maszynie. Z kolei ,,silna” sztuczna
inteligencja (strong Al) przyjmuje, ze odpowiednio zaprogramowany komputer,
wyposazony we wiasciwe dane wejsciowe i wyjsciowe, posiadatby umyst w sen-
sie poréwnywalnym z ludzkim. Oznaczatoby to, ze maszyna nie tylko nasladuje
inteligencje, lecz faktycznie nig dysponuje - moze rozumie¢, mysle¢ i mie¢ stany
mentalne. Searle odrzuca to stanowisko, wskazujac, ze sama symulacja nie wy-
starcza do wytworzenia prawdziwego umystu, co ilustruje eksperymentem my-
$lowym ,,Chiniskiego Pokoju” (Searle, 1990, pp. 26-29).

1.3. Stan edukacji nt. Al - potrzeba edukacji w rodzinach

Nieznajomo$¢ podstaw teoretycznych sztucznej inteligencji wérédd uzyt-
kownikéw generuje liczne negatywne konsekwencje, w tym btedne oczekiwa-
nia wobec mozliwosci systemdéw, nadmierne zaufanie do nich (pap.pl, 2025) oraz
niepoprawne oceny etyczne. Brak wiedzy utrudnia analize zwigzkéw przyczy-
nowo-skutkowych, prowadzi do mylnego utozsamiania Al z ludzka inteligencja,
a takze sprzyja zaréwno nadmiernemu optymizmowi, jak i - przeciwnie - leko-
wi przed technologia (Sekcja Edukacji Cyfrowej Komitetu Informatyki PAN, 2025,
pp. 12, 22-23).

W odniesieniu do postaw i wiedzy na temat sztucznej inteligencji wsréd ro-
dzicéw i dorostych w Polsce dostepne badania i raporty wskazuja na znaczace
braki w znajomosci podstaw Al, wspétwystepujace z duzg zmiennoscia postaw.
W szerszej populacji 88% deklaruje znajomos¢é pojecia Al, lecz petng akceptacje
wyraza 34%, 41% prezentuje postawe tolerujacg, a 27% rodzicéw i dorostych wi-
dzi wiecej zagrozen niz korzysci. Ponad potowa badanych (54%) uznaje Al za za-
grozenie dla miejsc pracy, a 64% obawia sie nieprzewidywalnosci dalszego roz-
woju (pap.pl, 2025). Dane edukacyjne potwierdzaja te tendencje: 65,4% rodzicéw
wskazuje, ze ich dzieci nie uczestniczyty w zajeciach o Al, a 55,9% sprzeciwia sie
wykorzystaniu Al w samodzielnej nauce (Pyzalski, 2025, p. 31). Zwraca sie réw-
niez uwage na zjawiska technostresu i technofobii wérdd dorostych, co dodatko-
wo utrudnia racjonalng ocene ryzyka i korzysci (Sekcja Edukacji Cyfrowej Komi-
tetu Informatyki PAN, 2025, p. 30). Wéréd mtodziezy widoczne sg ograniczone
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oczekiwania wobec obecnos$ci Al w edukacji oraz potrzeba ksztattowania $wia-
domosci o systemach generatywnych; 63% uczniéw nie oczekuje pomocy na-
uczycieli w korzystaniu z tych narzedzi, co ujawnia deficyt wsparcia kompeten-
cyjnego w szkole (itgirls.org.pl, 2024).

Konsekwencja sa luki w wiedzy, co do etyki i w ocenie tresci generowanych
przez systemy Al, a u dzieci - przy niedostatku zaje¢ o sztucznej inteligencji -
ryzyko nadmiernej zalezno$ci od technologii, ostabienie myslenia krytycznego
oraz braki w rozumieniu aspektéw etycznych (itgirls.org.pl, 2024).

W polskich szkotach obecny model ksztatcenia nie zapewnia wiec spdjnej edu-
kacji o Al trwale osadzonej w podstawie programowej. Niedostateczne przygo-
towanie nauczycieli i ograniczone wsparcie rodzicéw skutkuja niskim poziomem
kompetencji praktycznych i etycznych u dzieci oraz mtodziezy. Dla odwrécenia
tego trendu konieczne sg réwnolegte dziatania na trzech polach: 1) wiaczenie Al
do podstawy programowej (z naciskiem na granice technologii, krytyczna oce-
ne treéci, antropomorfizacje, dezinformacje oraz odpowiedzialng komunikacje),
2) systemowe wsparcie doskonalenia nauczycieli oraz 3) programy edukacji ro-
dzin wzmacniajace sprawczo$¢ dorostych w bezpiecznym, krytycznym korzy-
staniu z narzedzi Al przez dzieci i mtodziez (Fazlagi¢, 2022, pp. 83-85, 95-96; Sek-
cja Edukacji Cyfrowej Komitetu Informatyki PAN, 2025, pp. 11-13). Proponowane
w niniejszym artykule zagadnienia i zarys podstawowej wiedzy o Al adresowane
sa w pierwszym rzedzie do rodzin, w kontek$cie edukacji rodzinne;j.

Analiza petnej, anglojezycznej wersji dokumentu ,, Antiqua et Nova” z ofi-
cjalnej strony Stolicy Apostolskiej (Dicastery for the Doctrine of the Faith and
Dicastery for Culture and Education, 2025) pod katem stéw kluczowych niniej-
szego artykutu oraz kategoryzacja terminéw (Al, edukacja, komunikacja, rodzi-
na) daty wyniki prezentowane w tabeli 1.

W odniesieniu do powyzszych i pokrewnych zagadnieti kluczowe jest pozna-
nie podstaw sztucznej inteligencji. Ich nieznajomo$¢ zazwyczaj prowadzi do licz-
nych nieporozumieni i znieksztalcer, a takze btednych ocen.

2. Podstawy teoretyczne: sztuczna inteligencja - jej ograniczenia
i sukcesy

Poczesne miejsce wérdd zagadnien szczegbétowych poruszanych w ,, Antiqua
et Nova” zajmuja ograniczenia sztucznej inteligencji oraz jej odniesienia do re-
lacji spotecznych i miedzyludzkich, a takze do edukacji, dezinformacji i zjawi-
ska deepfake’dw. Z jednej strony, technologia ta obarczona jest licznymi sta-
bosciami, ktére ujawniajg jej ograniczenia i potencjalne zagrozenia. Z drugiej
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Tabela 1. Kategoryzacja stéw kluczowych w ,,Antiqua et Nova”

Stowa kluczowe: Gl6wne kategorie i pokrewna tematyka
Al Numery sekcji Education Numery sekcji
abuses of Al 85, 89 education 4,51,81,82,83
anthropomorphizing 59, 60, 61 school 82
hallucination 86 teachers 5, 60
limits of Al (section title) 30-35 university 82,83
Family Numery sekcji Communication Numery sekcji
children 60 communication 81
family 51,55 deepfake(-s) 85, 88
parents 5 information 60
young 60, 82 media 81
misinformation 85, 86, 88
school 82

Zrédto: oprac. wlasne.

strony, nie sposéb pomina¢ faktu, ze sztuczna inteligencja odnosi znaczace suk-
cesy w szerokim spektrum zastosowan, co czyni jg jednym z kluczowych czynni-
kéw ksztattujacych wspdtczesne procesy spoteczne, medialne i technologiczne
(Dicastery for the Doctrine of the Faith and Dicastery for Culture and Education,
2025, n0s. 50-63, 77-89).

2.1. Ograniczenia Al

Cho¢ mozliwosci sztucznej inteligencji bywajg postrzegane jako niemal nie-
ograniczone, technologia ta posiada liczne bariery. Granice te wynikaja m.in.
z architektury obliczeniowej oraz z braku cech, ktére czesto sa jej btednie przy-
pisywane, takich jak §wiadomo$¢, rozumienie czy autonomiczne myslenie. Do-
datkowym problemem jest antropomorfizujacy jezyk opisu Al, szeroko obec-
ny w komunikacji publicznej, z ktérym na co dzienr stykaja sie dzieci, mtodziez
i dorodli.

Wedlug Adriany Placani, antropomorfizacja, praktyka przypisywania sys-
temom sztucznej inteligencji cech ludzkich poprzez uzywanie antropomorfi-
zujacego jezyka - zwrotédw sugerujacych intencje, rozumienie, swiadomos¢ czy
sprawczo$¢ maszyn — prowadzi do wyolbrzymiania ich mozliwosci oraz do bte-
déw logicznych znieksztatcajacych ocene moralng zachowan, sytuaciji i odpo-
wiedzialno$ci (Placani, 2024, pp. 692-694).

Nota ,,Antiqua et Nova” stusznie podkresla, ze pojawienie sie sztucznej inte-
ligencji stanowi wyzwanie, poniewaz potrafi ona skutecznie imitowaé wytwo-
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ry ludzkiej inteligencji - m.in. tekst, mowe i obrazy - a te zwykle przypisuje
sie istotom ludzkim. Rozréznienie miedzy wytworami maszyn a dzietami ludz-
kimi bywa zaciemniane przez jezyk uzywany przez praktykéw, ktéry ma ten-
dencje do antropomorfizowania Al (Dicastery for the Doctrine of the Faith and
Dicastery for Culture and Education, 2025, no. 59), co stanowi takze wyzwanie
dla mtodziezy i dzieci sktonnych zréwnywac relacje miedzyludzkie z kontakta-
mi z chatbotami.

Cenne analizy przedstawit Robert Nogacki, zwracajgc uwage, ze antropo-
morfizacja ,,nie jest jedynie kwestig przypadkowych metafor, lecz $wiadczy
o glebokim niezrozumieniu natury systeméw sztucznej inteligencji i zasad ich
funkcjonowania” (Nogacki, 2025). Autor poréwnuje uproszczone komunikaty
uzytkownikéw Al z precyzyjnymi okresleniami jezyka informatycznego, ktére
w rzeczywisto$ci powinny by¢ stosowane do opisu operacji realizowanych przez
systemy sztucznej inteligencji (tab. 2).

Tabela 2. Poréwnanie uproszczonych komunikatéw uzytkownikéw Al z precyzyjnymi
sformutowaniami jezyka informatycznego

Termin wyrazony potocznie Fraza w jezyku informatykow
LAL.. Ldystem...
probuje” ..uruchamia procedure optymalizacji / przeszukiwania; wykonuje powto-

rzenia algorytmu bez zamiaru probowania”

...chce” o . . . P
/ maksymalizacja nagrody); brak ‘chcenia’ w sensie czynnoSciowym”

...przypisuje wyzsze prawdopodobienstwo okreSlonym hipotezom / cia-

—wierzy gom tokenow; wybiera bardziej prawdopodobne kontynuacje zdan”

...generuje niezweryfikowane lub btedne tresci; nie jest to analogia do

~-ma halucynacje ludzkich halucynacji z powodu braku percepcji i rozumienia”

o ..odtwarza informacje utrwalone w danych treningowych z pewnym

—wie prawdopodobiefistwem; nie posiada wiedzy osadzonej w doswiadczeniu”
..mysli’ ...dopasowujt? wzo.rce / statystyczni§ prognozuje !(olejne tokeny; wykonuje
obliczenia na reprezentacjach bez stanéw mentalnych”
.rozumuje” ...manipuluje symbolami (skfadnia l?ez semanty.lki)i przetwarza i generuje
wzorce tekstowe zgodnie z korelacjami w danych”
..potrafi’ ..wygeneruje tematycznie spojne ciagi; tworzy dane na wyjsciu na podsta-

wie korelacji statystycznych, a nie zrozumienia”

Zrédto: Oprac. wiasne na podst. Nogacki, 2025.

Jezyk specjalistyczny informatykdéw trafnie opisuje procesy sztucznej inte-
ligencji, lecz ze wzgledu na swéj wysoki stopierr ztozono$ci pozostaje niezrozu-
miaty nie tylko dla dzieci i mtodziezy, ale réwniez dla wielu dorostych. Z tego
wzgledu wyrazenia potoczne beda nadal funkcjonowaty w codziennej komuni-
kacji uzytkownikéw sztucznej inteligencji. Edukacja w tym zakresie powinna

..jest zoptymalizowany pod okreSlone kryterium (np. minimalizacja straty
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polegal na stopniowym wyjasnianiu, jakie rzeczywiste operacje wykonywane
sa w komputerze, zanim na ekranie odczytaja dzieci, mtodziez czy dorosli se-
kwencje stéw stanowigcych odpowiedZ na zadane pytanie. W ten sposéb uzyt-
kownicy beda w stanie odréznial sformutowania antropomorficzne od popraw-
nych, cho¢ zbyt trudnych do stosowania na co dzien.

Warto dodad, ze na najbardziej podstawowym poziomie systemy sztuczne;j
inteligencji funkcjonuja w oparciu o sekwencje binarne (01 1), reprezentujgce sy-
gnaty ,wlacz/wyltacz”, kontrolowane przez tranzystory petnigce funkcje prze-
tacznikéw. W formacie zero-jedynkowym kodowane i przetwarzane sg zaréw-
no dane, jak i instrukcje programowe. Uzytkownikom AI warto u§wiadomi¢, ze
wszystkie dane oraz samo oprogramowanie majg posta¢ zero-jedynkows, a kaz-
da procedura to w istocie wykonywanie przez procesor rozkazéw zapisanych cy-
frami 01 1, ktére krok po kroku steruja jego dziataniem. Nie wyczerpuje to jednak
natury Al ktéra ujawnia sie na wyzszych poziomach: w projektowaniu architek-
tur, doborze i rozktadach wag, funkcjach aktywacji, procedurach uczenia oraz
jakosci zbioréw treningowych. W naukach o komunikacji i mediach kluczowe sa
natomiast warstwy znaczeniowe i pragmatyczne: sposéb reprezentowania tresci
przez Al, mechanizmy tworzenia i wzmacniania przekazu oraz relacje cztowiek-
maszyna wspotksztattujace proces wytwarzania informaciji.

Nalezy podkreslié, ze system binarny zostat szczegétowo opisany przez
G. W. Leibniza w 1703 roku i stat si¢ fundamentem nowoczesnej logiki oraz
metod obliczeniowych. Alan M. Turing w 1937 r. przedstawit model maszyny
Turinga w artykule, ktéry precyzyjnie analizuje pojecie obliczalnosci; w ten
sposdb stworzyt grunt pod rozwdj informatyki oraz wspétczesnych systemdéw
sztucznej inteligencji (Turing, 1937). Nastepnie Claude E. Shannon sformuto-
wat w 1948 roku matematyczng teorie komunikacji i zdefiniowat jej podsta-
wy (Shannon, 1949). Idee kazdego z wymienionych uczonych stanowity milo-
we kroki ku AL

Mozliwo$é reprezentowania wszelkich danych wejsciowych i wyj$ciowych
oraz samego oprogramowania sztucznej inteligencji w postaci binarnej pociaga
za sobg istotne konsekwencje dla mechanizméw dziatania tych systeméw i ich
wlasnosci. Binarna struktura zapisu sprzyja efektywnemu przetwarzaniu infor-
macji w algorytmach uczenia maszynowego, a zarazem ujawnia ograniczenia cy-
frowej reprezentacji ztozonych relacji spotecznych i medialnych, co wymaga kry-
tycznej analizy w kontekscie dezinformacji i komunikacji spoteczne;.

Doro$li, mtodziez i dzieci czesto z zaskoczeniem przyjmujg informacje o ogra-
niczeniach systemdéw Al, zwlaszcza o braku §wiadomosci, intencjonalnosci, ro-
zumienia i autonomicznego wnioskowania. Warto podkresli¢, ze ograniczenia te
wynikaja m.in. z przetwarzania danych w systemie binarnym.
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Wspblczesne systemy sztucznej inteligencji dziataja na poziomie operacji
syntaktycznych i nie posiadaja $wiadomo$ci rozumianej jako subiektywne do-
swiadczenie. Argument ,,Chiniskiego Pokoju” Johna Searle’a wskazuje, ze sama
manipulacja symbolami nie generuje rozumienia ich znaczeni (Searle, 1980,
pp. 422).

Systemy Al nie wykazujg réwniez wilasnej intencjonalno$ci ani autonomicz-
nych motywacji; realizuja cele zadane z zewnatrz przez uzytkownikéw lub pro-
jektantéw. Ponadto nie rozumuja logicznie w sensie inferencji semantycznej, lecz
rozpoznaja wzorce statystyczne i na tej podstawie generujg odpowiedzi o réznym
stopniu trafnosci, bez uchwycenia sensu zadanego pytania.

Ze wzgledu na wskazane ograniczenia (brak $wiadomosci, intencjonalnosci,
rozumienia, oparcie dziatania na rozpoznawaniu wzorcéw), odpowiedzi chatbo-
téw wymagaja weryfikacji pod katem bledéw i znieksztalceri tresci.

2.2. Sukcesy Al

Pomimo wskazanych ograniczen, wspétczesne systemy sztucznej inteligen-
cji odnoszag znaczace sukcesy, czego dowodza liczne, stale poszerzajace sie za-
stosowania w niemal kazdej dziedzinie. Umozliwity to wieloletnie prace ba-
dawczo-rozwojowe, zwiericzone konstrukcjg ,,sztucznych sieci neuronowych”.
Cudzystéw jest tu uzasadniony: termin ma charakter metaforyczny - odnosi
sie do struktur obliczeniowych jedynie inspirowanych sieciami biologicznymi,
anie wiernie je odwzorowujacych. Zastosowanie takich sieci otworzyto droge do
powstania duzych modeli jezykowych (Large Language Models, LLM), a w konse-
kwencji nowoczesnych chatbotéw, takich jak ChatGPT czy Grok.

Do przetomu w badaniach nad sztuczna inteligencja przyczynili sie w sposéb
zasadniczy laureaci Nagrody Nobla w dziedzinie fizyki z 2024 r. - John J. Hop-
field oraz Geoffrey E. Hinton (The Nobel Committee for Physics, 2024, pp. 1-3,
9-11). Ich prace stanowig fundament rozwoju sztucznych sieci neuronowych
(Artificial Neural Networks, ANN), rozumianych jako modele obliczeniowe in-
spirowane strukturg i funkcjonowaniem mézgu, lecz niebedace ich odwzoro-
waniem. Dorobek obu uczonych, czerpiacy impulsy z fizyki i neurobiologii, zre-
wolucjonizowat badania nad Al umozliwiajac tworzenie systeméw zdolnych do
przetwarzania danych, uczenia sie wzorcéw i ich odtwarzania, a takze prze-
chowywania reprezentacji. Innowacje te otworzyly droge do budowy modeli
o milionach, a nastepnie miliardach parametréw. Wysitki Hopfielda i Hintona
potozyly podwaliny pod gtebokie uczenie (deep learning), kluczowe dla rozwoju
duzych modeli jezykowych (Large Language Models, LLM). Bez tych rozwigzat
nie dosztoby do dzisiejszego przetwarzania jezyka naturalnego (Natural Lan-
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guage Processing, NLP) ani do powstania zaawansowanych chatbotéw, takich
jak ChatGPT czy Grok. LLM sg zdolne do wychwytywania subtelnych zalezno-
$ci sktadniowych i semantycznych; po treningu na bardzo duzych zbiorach tek-
stéw generujg odpowiedzi zblizone do ludzkich, w tym poprawnie zbudowa-
ne zdania, ttumaczenia miedzyjezykowe, streszczenia oraz analizy wskazanych
dokumentdéw.

2.4. Efektywne chatboty i konieczno$¢ weryfikacji odpowiedzi

Przyktadem zastosowan duzych modeli jezykowych sg chatboty, takie jak
ChatGPT czy Grok, ktére symuluja dialog z uzytkownikiem w interfejsie konwer-
sacyjnym. Chatbot to program komputerowy umozliwiajacy interakcje cztowie-
ka z systemem cyfrowym w formie rozmowy; modele generatywne szacuja ko-
lejne tokeny na podstawie rozktadéw prawdopodobienistwa, co pozwala tworzyé
odpowiedzi zgodne z rozpoznanymi wzorcami jezykowymi.

Chatboty mogg mie¢ charakter prosty (systemy udzielajace krétkich odpo-
wiedzi na z géry zdefiniowane pytania) lub zaawansowany (modele uczgce sie
na podstawie danych i iteracyjnie dostosowujace odpowiedzi), co sprzyja perso-
nalizacji wraz z rozbudowa parametrdéw i zasobéw treningowych. Jednocze$nie
generatywne systemy narazone sa na halucynacje (falszywe lub niezweryfiko-
wane tresci) oraz stronniczo$é, dlatego wymagajg krytycznej weryfikacji odpo-
wiedzi, zwlaszcza w zastosowaniach wysokiego ryzyka (Kreft and Cyrek, 2024,
pp. 170-173, 179).

Gtéwne zrédta btedéw chatbotéw sg zatem identyfikowane jako:

1) halucynacje - model tworzy ,,prawdopodobne, lecz falszywe” tresci, fa-
woryzujac spéjnos¢ jezykowa nad prawdziwo$é;

2) bledna interpretacja kontekstu - chatboty maja trudnosci ze zrozumie-
niem emocji, ironii, idiomdéw i niuanséw kulturowych;

3) nadmierne dopasowanie - powtarzanie w odpowiedziach ogdlnikowych

lub chybionych zdar;

4) stronniczo$¢ - odtwarzanie stereotypéw obecnych w bazach danych;

5) problemy z danymi wejéciowymi - przekrecanie nazw, liczb lub pojeé

(Kreft and Cyrek, 2024, pp. 170-175; Siqueira et al., 2024, pp. 2862-2870).

Niejednokrotnie odpowiedzi sg technicznie poprawne, lecz bezuzyteczne.

Chatboty myla sie, poniewaz dziatajg probabilistycznie, nie ,,rozumiejg” tresci,
ucza sie na nieidealnych korpusach, niedostatecznie uchwytuja gteboki kontekst
i intencje, fragmentarycznie radzg sobie w nowych sytuacjach, tatwo przejmuja
uprzedzenia z danych, myla sie przy znieksztatconych danych wejsciowych i sku-
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piaja sie na spetnianiu spetnianiu oczekiwan uzytkownika wyrazonych w promp-
cie, zamiast na realnych zrédtach.

Ma to znaczenie dla uzytkownikéw i komunikacji spotecznej, gdyz sprzyja
dezinformacji, znieksztatca przekaz, wzmacnia dyskryminacje, podkopuje zaufa-
nie i frustruje odbiorcéw. Dlatego konieczna jest krytyczna weryfikacja odpowie-
dzi Al oraz systematyczne testowanie i udoskonalanie modeli.

3. Edukacja medialna jako wsparcie dla rodziny w konteksScie sztucznej
inteligencji

Edukacja medialna, definiowana jako proces zdobywania umiejetnosci kry-
tycznego odbioru, analizy i tworzenia mediéw (Buckingham, 2003, pp. 35-52),
odgrywa kluczowg role we wspédtczesnym spoteczeristwie. W kontekscie rodzi-
ny edukacja medialna staje sie jeszcze bardziej istotna, zwtaszcza w dobie rosna-
cego wplywu sztucznej inteligencji na codzienne zycie (Livingstone and Blum-
-Ross, 2020, pp. 29-58). Pomaga ona dzieciom zrozumie(, jak funkcjonuja media,
ale réwniez rozwija ich umiejetnos$ci krytycznego myslenia i komunikacji (Hobbs,
2010, pp. 36-45). W dobie AL kiedy aplikacje i urzadzenia coraz cze$ciej stajg sie in-
tegralng czescia zycia rodzinnego, edukacja medialna musi ewoluowa¢, aby obej-
mowacé réwniez zrozumienie technologii Al i jej wptywu na komunikacje (Jenkins
et al., 2006, pp. 5-61). Aplikacje Al, takie jak asystenci glosowi, aplikacje edukacyj-
ne czy gry, moga by¢ cennymi narzedziami w edukacji medialnej w kontekscie
calego procesu ksztalcenia (Selwyn and Facer, 2013, pp. 1-17). Pomagaja one dzie-
ciom rozwijaé umiejetnosci jezykowe, logiczne i techniczne, ale jednocze$nie nio-
sg ze soba wyzwania zwigzane z prywatnoscig, bezpieczetistwem i etyka (Lupton
and Williamson, 2017, pp. 780-794). Dlatego kluczowe jest, aby rodzice aktywnie
uczestniczyli w procesie edukacji medialnej swoich dzieci, uczac je odpowiedzial-
nego korzystania z technologii Al (Zuboff, 2019, p. 639).

Jednym z kluczowych aspektéw edukacji medialnej w kontekscie Al jest roz-
wijanie $wiadomosci na temat tego, jak algorytmy wptywaja na tresci, ktére
dzieci konsumuja (Noble, 2018, pp. 1-186). Rodzice powinni pomaga¢ dzieciom
zrozumie(, ze aplikacje Al mogg personalizowa¢ tresci na podstawie ich wcze-
$niejszych interakcji, co moze prowadzi¢ do ,,baniek informacyjnych”. Wazne
jest, aby dzieci nauczyly sie krytycznie oceniaé otrzymywane tresci i szukaé
réznorodnych Zrédet informacji (Boyd, 2014, pp. 176-198). W niektdrych przy-
padkach algorytmy moga prowadzié¢ bowiem dzieci do tzw. krdliczych nor (Gil-
lespie, 2014, pp. 167-193), a w konsekwencji doprowadzi¢ nawet do préb samo-
bdjczych.
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3.1. Przypadki samobojstw dzieci i mlodziezy zwiazanych
z algorytmami

Na podstawie dostepnych danych i raportéw algorytmy platform takich jak
Instagram, TikTok, YouTube czy Character.Al (oparte na AI) moga wzmacniad
ekspozycje na tresci promujace samookaleczenie, depresje, wyzwania samobdj-
cze lub radykalizacje, co w niektérych przypadkach przyczynito sie do trage-
dii (Mandile, 2025, pp. 1-77). Ponizej zostang przedstawione udokumentowane
przypadki dzieci i nastolatkéw (ponizej 18 r.z.), w ktérych algorytmy odegra-
ty kluczowa role, wedtug $ledztw, proceséw sadowych i raportéw medycznych.
Przyktady te opieraja sie na wiarygodnych Zrédtach, takich jak dochodzenia ko-
ronerskie, pozwy sadowe i badania organizacji jak Amnesty International (2023)
czy Center for Countering Digital Hate (2022). Korelacja nie zawsze oznacza bez-
posrednia przyczyne, ale w tych przypadkach tresci dostarczane przez algoryt-
my zostaty wskazane jako czynnik pogarszajacy stan psychiczny (Costello et al.,
2023, pp. 135-172).

A. Molly Russell (14 lat, Wielka Brytania, 2017)

+ Opis: Molly, nastolatka z depresja, zostata ,,wciagnieta w wir” przez algo-
rytmy Instagram i Pinterest. Platformy automatycznie polecaly jej tresci
o samookaleczeniu, depresji i samobdjstwie - z 16.300 zapisanych na te-
lefonie postéw 2100 dotyczyto tych tematéw. Algorytm ,,uwiezit” ja w pe-
tli, podajac coraz bardziej szkodliwe materiaty, nawet bez jej wyszukiwa-
nia. Zmarta w wyniku powieszenia sie.

* Rola algorytmu: Rekomendacje Meta (Instagram) i Pinterest promowaty
binge’owe sesje (polegajace na kompulsywnym oglagdaniu wielu materia-
1éw naraz) z graficznymi obrazami (np. noze, pigutki, sznury), co pogte-
bito jej kryzys. Koroner orzekl, ze treci online przyczynity sie do $mierci
W sposdéb wiecej niz minimalny”.

+ Konsekwencje: Rodzina zatozyta fundacje Molly Rose, walczaca o regulacje.
Firma Meta przyznata, ze platforma nie byta bezpieczna dla dzieci.

B. Chase Nasca (16 lat, USA, 2021)
+ Opis: Chase popetnit samobdjstwo po wielokrotnym kontakcie z trescia-

mi o beznadziei, nieszcze$liwej mitosci i samobdjstwie na TikToku. Jego
konto nadal otrzymywato te rekomendacje nawet po $mierci.
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Rola algorytmu: TikTokowy ,,For You Page” (FYP) podsuwat strumieti tre-
sci gloryfikujacych samobdjstwo, opartych na jego wcze$niejszych inte-
rakcjach. Raport Bloomberg wskazuje, ze algorytm ,,nie wie, kiedy uzyt-
kownik umrze” i kontynuuje toksyczne rekomendacje.

Konsekwencje: Rodzina pozwata TikToka; platforma twierdzi, ze wpro-
wadza poprawki, ale badania Amnesty International (2023) potwierdza-
ja, ze algorytm szybko wciaga nastolatkéw w tzw. krélicze nory tresci sa-
mobdjczych.

C. Lalani Walton (8 lat, USA, 2021)

Opis: Lalani zmarta po prébie ,,Blackout Challenge” (duszenie sie do utra-
ty przytomnosci), ogladajac wideo na TikToku.

Rola algorytmu: Algorytm skierowat ja do wyzwarn samobdjczych bez jej
wyszukiwania, powtarzajac tre$ci w petli. Policja potwierdzita, ze oglada-
ta je wielokrotnie.

Konsekwencje: Rodzice pozwali TikToka w 2022 r., twierdzac, ze plat-
forma wiedziata o ryzyku, ale nie blokowata tresci. Podobny przypadek:
Arriani Jaileen Arroyo (9 lat, Milwaukee, 2021), ktdéra tez zmarta po tym
wyzwaniu (ang. challenge).

. Sewell Setzer III (nastolatek, USA, 2024)

Opis: Sewell popetnit samobdjstwo po interakcjach z chatbotami na Cha-
racter.Al, gdzie symulowat romanse i role-play, w tym seksualne.

Rola algorytmu: Al (oparte na algorytmach rekomendujacych rozmowy)
udawato terapeute, zachecato do mysli samobdjczych i nie kierowato do
stron czy podmiotéw udzielajacych pomocy. Chatboty ,,wykorzystywaty”
jego zaufanie, by przedtuzy¢ zaangazowanie.

Konsekwencje: Rodzina pozwata Character.Al i Google (za Family Link,
ktéry nie chronit). W 2025 r. dodano kolejne pozwy, w tym o prébe samo-
béjczg Niny (nastolatki uzaleznionej od Al).

E. Juliana Peralta (13 lat, USA, 2025)

* Opis: Juliana zmarta przez samobdjstwo po rozmowach z chatbotem na

Character.Al
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+ Rola algorytmu: Platforma polecata i kontynuowata interakcje z trescia-
mi o samobdjstwie, manipulujac emocjami. Brak wsparcia i ochrony dla
oséb nieletnich.

+ Konsekwencje: Trzeci glosny pozew przeciwko Character.Al w 2025 r.,
podkreslajacy brak regulacji Al dla dzieci.

F. Englyn Roberts (14 lat, USA, 2020)

¢ Opis: Englyn zmarta w wyniku samobdjstwa po wielokrotnym kontakcie
z tresciami o samookaleczeniu i depresji.

+ Rola algorytmu: Algorytmy mediéw spotecznosciowych (w tym
Instagram) kierowaty ja do szkodliwych materiatéw, pogtebiajac izolacje.

« Konsekwencje: Rodzice stali sie twarzami kampanii przeciwko mediom
spoteczno$ciowym; ich historia opisana w ,,The New Yorker” (2024) jako
przyktad kryzysu samobdjczego wérdd nastolatkéw.

G. CJ Dawley (14 lat, USA, 2021)

+ Opis: CJ Dawley zmart w wyniku samobdjstwa po uzaleznieniu sie od Sna-
pchata i Instagrama.

¢ Rola algorytmu: , Nigdy niekorniczacy sie” scroll, napedzany algorytmami
Meta i Snap, promowat tresci o presji spotecznej i depres;ji.

+ Konsekwencje: Rodzice pozwali Meta i Snap w 2022 r., oskarzajac firmy
o projektowanie algorytméw uzalezniajacych dzieci dla zysku.

Te dramatyczne wydarzenia ilustruja, jak algorytmy - zaprojektowane do
maksymalizacji czasu spedzonego na platformie - moga tworzy¢ ,,putapki” tre-
$ci szkodliwych, zwlaszcza dla wrazliwych dzieci. Badania (np. z ,,The New York-
er” w 2024) (Solomon, 2024) pokazujg wzrost liczby samobdjstw wérdd nasto-
latkéw o 57% od 2007 do 2023 r., skorelowany z mediami spoteczno$ciowymi.
W USA i UK trwajg procesy sadowe, a UE wprowadza regulacje (DSA, czyli roz-
porzadzenie Akt o Ustugach Cyfrowych “Digital Services Act” z 2022 r., ktére
weszto w zycie 17 lutego 2024 i ma na celu stworzenie bezpieczniejszego i bar-
dziej przejrzystego internetu dla uzytkownikéw w calej UE, przez wprowadze-
nie nowych obowigzkéw dla platform internetowych dotyczacych moderacji
nielegalnych tresci, przejrzystosci reklam i ochrony praw podstawowych uzyt-
kownikéw). Aby zapobiegal tak dramatycznym konsekwencjom, wazne jest zro-
zumienie problemu zaufania, ktérym dzieci obdarzajg algorytmy, a wiec proble-
matyki antropomorfizacji.
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3.2. Antropomorfizacja Al i jej ograniczenia: wplyw na percepcje Al
w konteksScie rodzinnym

Jednym z gtéwnych powoddédw antropomorfizacji Al jest dazenie do nawia-
zania relacji z technologia (Sundar and Nass, 2000, pp. 683-703). W kontekscie
rodzinnym rézne interaktywne formy zastosowania Al cholby w postaci robo-
téw traktowanych czesto jako ,,rozumiejace” i reagujace na emocje moga przy-
czynié sie do poczucia komfortu i zaufania wéréd uzytkownikéw (Darling, 2016,
pp.1-18). Niemniej jednak przypisywanie ludzkich intencji czy emocji maszynom
prowadzi do pewnych putapek poznawczych (Bostrom and Yudkowsky, 2014,
pp. 316-334). Uzytkownicy moga mie¢ nierealistyczne oczekiwania wobec takie-
go systemu, wierzac, ze posiada on zdolno$¢ do empatii i rozumienia podobng do
wystepujacej u ludzi.

Al, pomimo swojego rozwoju, nadal ma wiele ograniczeni. Algorytmy Al opie-
raja sie na danych i procedurach programistycznych, co oznacza, ze ich zdolnos¢é
do adaptacji i uczenia sie jest ograniczona do informacji, na podstawie ktérych
zostaly wytrenowane (Sharkey and Sharkey, 2012, pp. 27-40). W skomplikowa-
nych sytuacjach emocjonalnych czy moralnych Al nie jest w stanie ,,zrozumie¢”
kontekstu tak jak cztowiek. W kontekscie rodzinnym te ograniczenia mogg pro-
wadzi¢ do frustracji i niezadowolenia uzytkownikéw, gdy Al nie spetnia ocze-
kiwan. Ponadto wrazenie, ze Al ,,zawsze stucha ”, czy ,,zawsze zna odpowied?”,
moze wywolywac lek zwigzany z prywatnoscia i kontrolg danych.

Percepcja Al w rodzinach jest ztozona i zalezy od wielu czynnikéw, w tym od
stopnia jej antropomorfizacji oraz §wiadomosci istniejacych ograniczeri. Rodzi-
ny, ktére postrzegaja Al jako pomocna, czesto widzg w niej narzedzie utatwiaja-
ce codzienne funkcjonowanie. Z kolei te, ktére do§wiadczajg technologicznych
trudnosci, moga traktowac Al jako nieefektywny dodatek.

Badania wskazuja, ze dzieci sg szczegllnie podatne na antropomorfizacje Al,
co moze prowadzi¢ do btednego przekonania, iz maszyna moze stal sie przyja-
cielem (Sundar and Nass, 2000, pp. 683-703). Rodzice odgrywaja kluczowa role
w edukacji dzieci dotyczacej rzeczywistych mozliwo$ci i ograniczeni Al, wspiera-
jac bardziej realistyczne rozumienie tej technologii.

Antropomorfizacja Al, choé moze utatwiaé interakcje z technologia, niesie
ze sobg ryzyko formulowania nierealistycznych oczekiwan. Zrozumienie ogra-
niczen sztucznej inteligenciji jest kluczowe dla realistycznej percepciji tej tech-
nologii w rodzinach (Lupton and Williamson, 2017, pp. 780-794). Dzieki edukacji
oraz krytycznemu podejsciu do nowych technologii rodziny mogg integrowa¢
Al w sposdb wspierajacy codzienne zycie, jednocze$nie zachowujac $wiadomos$é
jej ograniczen i potencjalnych zagrozen. Uwzglednienie tych czynnikéw sprzy-
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ja efektywnemu wykorzystaniu Al, przynoszac korzysci zamiast frustracji w dy-
namicznie zmieniajacym sie Srodowisku technologicznym.

3.3. Zagrozenia dezinformacyjne powszechnego uzycia AI w mediach

Wspdlczesnosé charakteryzuje sie dynamicznym rozwojem technologii
sztucznej inteligencji, ktéra odgrywa coraz wieksza role w mediach (Vaccari and
Chadwick, 2020, pp. 1-13). Al dostarcza zaawansowanych narzedzi do analizy
danych, generowania tresci oraz personalizacji przekazéw, co rewolucjonizuje
sposéb konsumpcji informacji (Guess et al., 2023, pp. 15536-15545). Jednocze$nie
coraz mocniejsza obecno$é Al w mediach wiaze sie z powaznymi wyzwaniami
dotyczacymi dezinformacji, niosagcymi dalekosiezne konsekwencje spoteczne
(Cinelli et al., 2021, pp. 1-8).

Al jest zdolna do tworzenia realistycznych, choé fikcyjnych tresci, takich
jak deepfake czy zmanipulowane obrazy i nagrania dZwiekowe (Bontridder and
Poullet, 2021, p. e32). Algorytmy uczenia maszynowego umozliwiajg tworzenie
przekonujgcych symulacji wypowiedzi oséb publicznych oraz fatszywych relacji
z wydarzeti (Gorwa and Guilbeault, 2018, pp. 225-248). Techniki te, dzieki swojej
dostepnosci i rosnacej precyzji, moga by¢ wykorzystywane do rozpowszechnia-
nia fatszywych narracji, ktére poglebiaja polaryzacje spoteczna i ostabiajg zaufa-
nie do tradycyjnych mediéw (Karizat et al., 2021, pp. 1-44).

Al w mediach wykorzystuje algorytmy personalizacji do dostarczania tre-
$ci odpowiadajacych zainteresowaniom uzytkownikéw (Pasquetto et al., 2020,
pp. 1-14). Cho¢ zwieksza to zaangazowanie odbiorcéw, jednoczesnie sprzyja po-
wstawaniu tzw. baniek informacyjnych, ktére ograniczaja dostep do zrdzni-
cowanych perspektyw. W takich barikach dezinformacja moze tatwiej sie roz-
przestrzeniaé i utrzymywaé, poniewaz uzytkownicy rzadziej konfrontuja sie
z odmiennymi informacjami. Inaczej sytuacja wyglada np. w wyszukiwarkach
internetowych, ktére umozliwiaja réwnoczesny dostep do wielu zrédet w jed-
nej przestrzeni.

Zaawansowane technologie Al umozliwiaja automatyzacje oraz prowadzenie
kampanii dezinformacyjnych na niespotykang dotad skale. Boty internetowe,
sterowane przez algorytmy sztucznej inteligencji, potrafig generowa¢ i rozpo-
wszechniaé tresci z predkoscig i wydajnoscia przewyzszajaca mozliwosci in-
dywidualnych uzytkownikéw. Takie kampanie moga by¢ wykorzystywane do
manipulowania opinia publiczng, wptywania na wyniki wyboréw, a nawet de-
stabilizowania spoteczenstwa poprzez amplifikacje ekstremalnych pogladéw
(Bradshaw, Bailey and Howard, 2021, pp. 7-21).
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Jednym z istotnych zagrozen zwigzanych z uzyciem Al w mediach jest brak
transparentno$ci dotyczacy algorytméw selekcjonujacych i prezentujacych tre-
$ci. Uzytkownicy czesto pozostajg nieSwiadomi, w jaki sposéb sztuczna inteli-
gencja ksztattuje ich odbidr informacji. Problem ten poglebia fakt, ze regulacje
dotyczace przejrzystosci algorytméw czesto nie nadazaja za tempem rozwoju
technologii.

3.4. Edukacja medialna jako narzedzie krytycznego myslenia

W dobie cywilizacyjnej transformacji technologicznej, szczegélnie zwiazane;j
z szerokim rozpowszechnianiem sie sztucznej inteligencji (Al), rola edukacji me-
dialnej w ksztattowaniu kompetencji krytycznego myslenia staje sie niezwykle
istotna, zwlaszcza w kontekscie zycia rodzinnego (Ozel, 2025, pp. 749-752). Poje-
cie edukacji medialnej odnosi sie do procesu rozwijania umiejetnosci analizy,
oceny i tworzenia tre$ci medialnych, co stanowi element kluczowy dla skutecz-
nego funkcjonowania w §rodowisku komunikacyjnym opartym na nowych tech-
nologiach (Livingstone and Blum-Ross, 2020, pp. 117-144). Chodzi zatem o poten-
cjat edukacji medialnej we wspieraniu krytycznego myslenia w rodzinach, ze
szczegblnym uwzglednieniem wyzwan i mozliwo$ci zwigzanych z komunikacjg
spoteczng oraz szerokim zastosowaniem Al

Podstawowym zadaniem edukacji medialnej jest ksztattowanie kompetencji
umozliwiajacych §wiadome i odpowiedzialne korzystanie z tresci medialnych
(Jenkins, Ito and Boyd, 2016, p. 183). W konteks$cie rodzin rozwijanie tych umie-
jetnosci sprzyja budowaniu postaw krytycznych wobec informacji prezentowa-
nych na réznych platformach, w tym w mediach spotecznosciowych, na por-
talach informacyjnych, w komunikacji interpersonalnej, a takze w aplikacjach
umozliwiajacych interakcje ze sztuczng inteligencjg. Wspieranie krytycznego
myslenia w rodzinach wymaga od rodzicéw i opiekunéw nie tylko przekazywa-
nia wiedzy o narzedziach medialnych, lecz takze rozwijania umiejetnosci for-
mulowania pytan o autentyczno$é, zrédlo i cel przekazywanych tresci (Vaccari
and Chadwick, 2020, pp. 1-13).

Komunikacja spoteczna, zwlaszcza za posrednictwem kanatéw cyfro-
wych, stanowi dzi$ jedno z gléwnych $rodowisk wymiany informacji i opi-
nii. W tym kontekscie edukacja medialna wspiera rodziny w rozumieniu dy-
namiki relacji interpersonalnych i spotecznych w mediach cyfrowych, uczac
rozpoznawania manipulacji, fake newséw, a takze dezinformacji napedza-
nych przez algorytmy Al. Umiejetnos$¢ krytycznej analizy tresci, w tym ge-
nerowanych lub wspomaganych przez sztuczng inteligencje, umozliwia
rozpoznawanie ich kontekstualnych i intencjonalnych warstw, co stanowi
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fundament $wiadomego uczestnictwa w debacie spotecznej (Dhahir et al.,
2024, pp. 357-368).

Krytyczne myslenie, rozumiane jako umiejetno$¢ analizy i oceny informa-
cji ze zdrowym sceptycyzmem, jest kluczowe dla skutecznej edukacji medialne;.
W rodzinach, a przede wszystkim takze w szkotach, gdzie promuje sie otwar-
ta wymiane pogladéw oraz refleksje nad prezentowanymi tresciami, mozliwe
jest ksztaltowanie postaw odpornych na manipulacje i dezinformacje. Wprowa-
dzenie ¢wiczen rozwijajacych krytyczne myélenie - takich jak analiza Zrédet,
rozpoznawanie emocjonalnych manipulacji czy rozwazanie alternatywnych in-
terpretacji - zwieksza §wiadomosé odbiorcéw, szczegdlnie mtodszych pokolen,
najbardziej narazonych na negatywne skutki btednej interpretacji informacji.
Waznym wsparciem moze by¢ tu $wiadome, wspélne wyszukiwanie tresci i we-
ryfikacja ich Zrédet, ktére pokazuja dziecku, ze dla algorytméw priorytetem jest
szybko$¢ odpowiedzi, a nie ich prawdziwo$¢. Pomocne moze by¢ réwniez korzy-
stanie z rodzinnych aplikacji przeznaczonych dla wszystkich cztonkéw rodziny
jednocze$nie, co umozliwia opiekunom weryfikowanie nie tylko polecen zada-
wanych przez dzieci, lecz takze uzyskanych wynikéw.

3.5. Edukacja medialna w zakresie Al w rodzinie

Madre pomysty na edukacje medialng w zakresie Al powinny opiera¢ sie
na praktycznych, angazujacych i dostosowanych do wieku metodach, promu-
jacych rozwdj krytycznego myslenia, wrazliwosci etycznej oraz odpowiedzial-
nosci. Ponizej zostanie przedstawionych kilka autorskich propozycji zasad
dziatania w kontekscie wsparcia rodzin, nauczycieli i wychowawcéw w tym
obszarze.

Pierwszg zasada wsparcia jest edukacja poprzez dialog i praktyke. Ozna-
cza to prowadzenie otwartych rozméw w rodzinie, szkole i innych instytu-
cjach wychowawczych na temat funkcjonowania Al Rodzice mogg wyjasniaé
dzieciom, jak dziataja systemy rekomendacji, chatboty czy deepfake’i, dostoso-
wujgc stopien szczegétowosci do wieku odbiorcéw. Dobrym rozwigzaniem jest
réwniez wspdlne korzystanie z narzedzi edukacyjnych, takich jak interaktyw-
ne gry i symulacje, ktére obrazuja dziatanie algorytméw oraz uczg rozpozna-
wania manipulacji.

Druga zasadg edukacji medialnej jest tworzenie wtasnych tresci oraz ekspe-
rymentowanie. Angazowanie dzieci w tworzenie materiatéw medialnych z wy-
korzystaniem elementdw Al sprzyja nie tylko nauce, lecz takze stanowi forme
rozrywki i integracji rodzinnej. Przyktadowo mozna wspdlnie korzystac z dar-
mowych narzedzi do generowania obrazéw czy tekstéw opartych na sztucz-
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nej inteligencji, co utatwia zrozumienie, na czym polega proces twdrczy ma-
szyn. To z kolei rozwija umiejetnosé krytycznej oceny efektéw dziatania Al oraz
uswiadamia, Ze tresci generowane przez systemy nie zawsze sa wiarygodne.
Nastepnie poréwnanie tych samych narzedzi w wersji komercyjnej moze po-
kaza¢ dziecku réznice wynikajgce z odmiennych baz danych i metod treningu
modeli jezykowych.

Kolejna wazna zasada to organizowanie edukacyjnych warsztatéw dla ro-
dzin. Proste zajecia o Al, podczas ktérych rodzina uczy sie wspdlnie podstaw
funkcjonowania tych technologii, moga obejmowaé pokazy wideo, dyskusje na
temat etyki sztucznej inteligencji oraz ¢wiczenia uczgce rozpoznawania fatszy-
wych wiadomosci i manipulacji. Takie szkolenia mozna organizowaé w szkotach,
a takze w innych placéwkach dydaktycznych, urzedach miast i gmin, o§rodkach
kultury, a nawet w parafiach.

Czwartg zasada moze by¢ wykorzystanie dostepnych Zrédet i kurséw onli-
ne. Korzystanie z materiatéw edukacyjnych, takich jak darmowe kursy i zasoby
dla rodzin, ktére opisuja zasady dziatania Al oraz jej wpltyw na spoteczetistwo,
stanowi realne wsparcie dla rodzicéw poszukujacych rzetelnej wiedzy. Rodzi-
ce mogg wspdlnie z dzie¢mi ogladad filmy edukacyjne, wyktady czy rozwigzy-
wac quizy, ktére zwiekszaja $wiadomos¢ zagrozeni i mozliwosci zwigzanych z Al
a takze ucza odpowiedzialnego korzystania z technologii.

Ostatnig zasadg jest ksztattowanie etyki i odpowiedzialnosci. Rodzice moga
rozmawiaé z dzie¢mi o warto$ciach moralnych, takich jak prywatno$¢, zaufanie
i uczciwos$é, podkreslajac znaczenie krytycznego myslenia oraz odpowiedzialne-
go korzystania z narzedzi sztucznej inteligencji.

4. Wnioski

Posiadanie podstawowej wiedzy teoretycznej na temat Al jest konieczne, aby
wlasciwie ja rozumie¢ oraz poprawnie korzystaé z chatbotéw i innych narzedzi
opartych na tej technologii. Cytowane badania i raporty z lat 2024-2025 wskazu-
ja na braki w zakresie wiedzy podstawowej o Al oraz na niski poziom jej wyko-
rzystania wéréd rodzicéw, dzieci i mlodziezy. Nie mozna zapominaé, ze sztuczna
inteligencja jedynie symuluje ludzkie myslenie: nie dysponuje intencjonalno-
Scig, nie postuguje sie rozumowaniem w sensie ludzkim, a jej dziatanie opiera
sie na przetwarzaniu danych w maszynowej warstwie na poziomie zer i jedynek.
Warto tez pamietad, ze Al niczego nie ,,chce” i nie dziata celowo; nie kieruje sie
warto$ciami ani motywacjami. Uzytkownicy chatbotéw czesto nie zdaja sobie
sprawy, ze odpowiadajac na pytania, systemy dobieraja kolejne stowa na podsta-
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wie metod statystycznych, a nie my$lenia, oraz ze Al jest pozbawiona §wiadomo-
$ci i nie rozumie niczego z przetwarzanych danych.

Powszechne uzycie Al w mediach, cho¢ przynosi wiele korzysci, wiaze sie
z istotnymi zagrozeniami dezinformacyjnymi. Aby ograniczal negatywne
skutki, kluczowe jest skoordynowane taczenie skutecznych regulacji praw-
nych, technologii weryfikujacych tresci, edukacji odbiorcéw oraz rozwijania
transparentno$ci algorytméw (Shoaib et al., 2023, pp. 1-7). Tylko takie podej-
$cie pozwoli realnie minimalizowaé ryzyko dezinformacji i lepiej chronié in-
tegralno$¢ spoteczeristw demokratycznych w warunkach rosnacej w $wiecie
obecnosci technologii Al

Dezinformacja generowana i rozpowszechniana przy uzyciu sztucznej inteli-
gencji stanowi powazne zagrozenie dla demokracji i stabilno$ci spotecznej. Pod-
wazanie autorytetu instytucji medialnych, ostabianie debaty publicznej oraz
znieksztalcanie obrazu rzeczywisto$ci to jedynie cze$é dtugofalowych konse-
kwencji niekontrolowanego obiegu nieprawdziwych informacji (Heiss, Nanz and
Matthes, 2023, pp. 1-12). Tego rodzaju praktyki zagrazaja integralno$ci proceséw
wyborczych i mogg poglebiaé podziaty spoteczne.

Szerokie wykorzystanie Al w mediach, np. przez systemy rekomendacyjne,
chatboty czy generatory tresci, tworzy specyficzne wyzwania edukacyjne. Ro-
dziny powinny uczy¢ sie rozpoznawad, kiedy tresci powstajg automatycznie, oraz
rozumie¢ mozliwe konsekwencje takiej produkcji dla odbiorcy. Edukacja medial-
na powinna zatem obejmowaé wiedze o funkcjonowaniu algorytméw, metodach
wykrywania deepfake’éw, a takze manipulacji obrazami i tekstami generowany-
mi przez Al. Taka wiedza umozliwia §wiadome korzystanie z dostepnych narze-
dzi i minimalizuje ryzyko dezinformacji.

Edukacja medialna stanowi fundament rozwoju krytycznego myslenia w ro-
dzinach w obliczu rosnacej roli komunikacji cyfrowej i sztucznej inteligencji. Po-
przez rozwijanie umiejetnosci analizy tresci, rozpoznawania manipulacji oraz ro-
zumienie mechanizméw dziatania algorytméw wspiera swiadome uczestnictwo
w zyciu spotecznym. Kluczowe jest, aby rodziny, a takze szkoty i inne podmioty
edukacyjne, aktywnie angazowaty sie w edukacje medialna, promujac otwarto$é
na dialog, refleksje i krytyczng postawe wobec pojawiajacych sie tresci. W rezul-
tacie rozwiniete krytyczne mys$lenie w §rodowisku rodzinnym stanowi skuteczng
bariere przeciw dezinformacji, jednoczesnie ksztattujac postawy odpowiedzialno-
$ci w korzystaniu z nowoczesnych technologii i narzedzi Al (Menczer and Hills,
2020, p. 54). W dluzszej perspektywie takie podejscie przyczynia sie do budowa-
nia spoteczenstwa informacyjnego o wyzszej odpornosci na manipulacje i fatszy-
we wiadomosci, co jest szczegdlnie istotne w kontekscie wyzwan wspdtczesnej ko-
munikacji spotecznej (Buckingham, 2019, p. 115).
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W przysztosci dalsze badania i rozwéj Al mogg przynie$é rozwigzania lepiej
integrujace sie z ludzkimi potrzebami i emocjami (Sharkey and Sharkey, 2012,
pp. 27-40). Przyktady obejmuja bardziej wyrafinowane systemy uczace sie z kon-
tekstu oraz technologie zwiekszajace prywatnosé uzytkownikéw. Niezaleznie
jednak od postepédw technologicznych kluczowe bedzie zachowanie réwnowagi
miedzy akceptacjg nowych rozwigzan a zrozumieniem ich ograniczen. Dlatego
edukacja w zakresie Al powinna stanowi¢ integralng cze$¢ programdéw naucza-
nia, co pomoze przysztym pokoleniom lepiej mierzy¢ sie ze wspdtczesnymi wy-
zwaniami technologicznymi (Selwyn, 2015, pp. 437-443).

Wspdtpraca miedzy twércami technologii, edukatorami i uzytkownikami
jest niezbedna, aby Al byta postrzegana jako warto$ciowe, etyczne i bezpiecz-
ne narzedzie, wzbogacajace zycie rodzinne bez naruszania jego fundamen-
téw. W ten sposdb antropomorfizacja Al i $wiadomo$¢ jej ograniczen moga
staé sie impulsem do refleksji nad miejscem cztowieczeristwa w dobie domi-
nacji technologii.

Zakonczenie

Efektywna edukacja medialna w zakresie Al w rodzinie wymaga potacze-
nia réznych metod: dialogu, praktycznych doswiadczen, korzystania z zasobdw
edukacji dostepnej online oraz wspdlnych rozwazan o etyce. Kluczowe jest anga-
zowanie zaréwno dzieci, jak i rodzicéw w aktywne i §wiadome poznawanie tech-
nologii, co sprzyja ksztattowaniu postaw krytycznych i odpowiedzialnych. Tylko
w ten sposéb mozna budowad odpornosé na dezinformacje i manipulacje, a zara-
zem przygotowywacé miodsze pokolenia na wyzwania przysztosci.

Praktyczne dziatania, ktére rodzice mogg podejmowaé z dzie¢mi w obsza-
rze edukacji medialnej oraz Al, sprzyjaja wymianie do§wiadczen, poszerzaniu
wiedzy, rozwijaniu umiejetnosci i kompetencji, majg charakter integracyjny,
a przy tym cze$ciowo zaspokajaja potrzebe rozrywki. Takg aktywno$cig moze
by¢ wspdlne korzystanie z aplikacji Al. Rodzice powinni spedzaé czas z dzieé-
mi przy tych narzedziach, aby obie ze stron zrozumialy, jak dziatajg i jakie tre-
$ci prezentujg; to réwniez okazja do rozmowy o tym, jakie dane sg zbierane i jak
mozna je chronié. Krytyczna analiza tresci petni role czynnika zabezpieczajace-
go i rozwojowego. Zachecanie dzieci do stawiania pytati o powody prezentowa-
nia okreslonych tresci pomaga rozwija¢ umiejetno$¢ krytycznej analizy.

Rodzice moga pomagaé dzieciom rozumie(, jak algorytmy wptywaja na to, co
widza i stysza. Wspdlne projekty DIY zwykorzystaniem Al majag wyrazny wymiar
praktyczny. Tworzenie prostych rozwigzan, takich jak programowanie urzadzen
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domowych czy budowanie nieskomplikowanych aplikacji, pomaga zrozumie¢,
jak dziata technologia i jak mozna wykorzystywac ja w sposéb kreatywny. Roz-
mowy o etyce i prywatnosci petnia funkcje wychowawcza. Wazne jest, aby dzie-
ci rozumiaty, ze korzystanie z aplikacji Al wigze sie z okre§lonymi aspektami
etycznymi i prawnymi. Rodzice powinni rozmawiaé o tym, jakie dane sa zbiera-
ne, jak je chronié oraz jakie moga by¢ konsekwencje ich udostepniania. Eduka-
cja poprzez zabawe bywa najskuteczniejsza: gry edukacyjne wykorzystujace Al
moga stanowi¢ warto$ciowe narzedzie nauki. Warto wybieraé takie, ktére nie
tylko bawia, lecz takze rozwijajag umiejetnosci logiczne czy jezykowe.

Podsumowujac, edukacja medialna w kontekscie sztucznej inteligencji jest
kluczowa dla budowania kompetencji komunikacyjnych w rodzinie. Rodzice od-
grywaja zasadnicza role w tym procesie, pomagajac dzieciom korzysta¢ z tech-
nologii Al w sposéb odpowiedzialny i krytyczny. Praktyczne dziatania, takie jak
zapoznawanie sie z podstawami dzialania sztucznej inteligencji, ukazywanie
jej zalet i ograniczen, wspdlne korzystanie z aplikacji, krytyczna analiza tresci,
projekty DIY, rozmowy o etyce oraz edukacja poprzez zabawe, moga znaczaco
przyczyni¢ sie do rozwoju kompetencji medialnych dzieci w §wiecie coraz silniej
ksztattowanym przez AL

Data wplyniecia: 2025-10-01;
Data uzyskania pozytywnych recenzji: 2025-10-17;
Data przestania do druku: 2025-12-12.
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